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[bookmark: _Toc220053837][bookmark: BookMark2]前言
本文件按照GB/T 1.1—2020《标准化工作导则  第1部分：标准化文件的结构和起草规则》的规定起草。
请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别专利的责任。
本文件由西安市计量标准检测认证协会提出并归口。
[bookmark: _GoBack]本文件起草单位：乌兰察布市监察委员会留置管理中心。
本文件主要起草人：宿日强。
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[bookmark: _Toc220053838][bookmark: BookMark3]引言
在数字化业务与智能化生产环境中，计算机系统普遍以“多任务并发、资源共享、异构负载、实时与非实时混合”为运行常态。操作系统、容器平台、分布式调度器、消息队列与任务编排引擎等基础设施，虽然为任务执行提供了通用能力，但在实际工程落地中仍普遍存在以下问题：一是任务重要性与紧迫性界定不统一，导致关键业务与一般业务争抢资源，出现响应抖动、延迟扩散、级联超时；二是优先级仅停留在“人为标注”层面，缺少可审计的划分规则与量化指标，使得优先级滥用、反向激励与资源挤占难以治理；三是执行策略与资源隔离不足，任务在 CPU、内存、I/O、网络、GPU 等关键资源上的干扰不可控，造成吞吐与稳定性之间无法兼顾；四是缺少面向故障与拥塞的降级与回退机制，异常场景下任务无法按既定保障等级进行分层处置；五是缺少闭环评价，执行效果难以通过统一的服务等级指标、排队指标、违约率与追溯记录进行持续改进。
“分级处理任务优先级划分与执行”本质上是一套面向任务生命周期的工程控制体系：在任务进入系统之前，通过统一规则完成分级与优先级映射；在任务进入系统之后，通过队列、配额、抢占、限流、隔离与调度策略保证不同等级任务获得与其保障目标相匹配的资源与时延；在任务执行过程中，通过监控、审计与策略调整实现持续治理。该体系既适用于单机操作系统层面的线程/进程调度，也适用于云原生平台的工作负载调度，亦可扩展至分布式批处理、流式处理、AI 推理与训练任务等场景。
本文件旨在建立一套可落地、可度量、可审计、可扩展的分级处理技术框架，明确：任务优先级划分依据、任务等级体系、调度与执行策略、资源保障与隔离要求、拥塞与异常处置机制、评价指标与检验规则等内容，为软件系统建设单位、平台运维单位、任务调度产品提供方以及第三方评测机构提供统一的技术依据。通过本文件的实施，可提升关键业务任务的确定性与可用性，降低资源争用与尾延迟风险，增强系统在高峰期与故障期的韧性，并促进资源利用效率与服务质量的协同优化。
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[bookmark: BookMark4]

计算机分级处理任务优先级划分
与执行规范
[bookmark: _Toc26648465][bookmark: _Toc26986530][bookmark: _Toc97192964][bookmark: _Toc17233325][bookmark: _Toc26986771][bookmark: _Toc17233333][bookmark: _Toc24884218][bookmark: _Toc24884211][bookmark: _Toc26718930][bookmark: _Toc220053839]范围
[bookmark: _Toc17233334][bookmark: _Toc17233326][bookmark: _Toc24884212][bookmark: _Toc24884219][bookmark: _Toc26648466]本文件规定了计算机系统中分级处理任务的总体原则、任务分级与优先级体系、调度与执行模型、监控与评价指标、检验规则及文档化要求等内容。
本文件适用于在单机、多机集群、虚拟化与云原生环境中运行的任务调度与执行管理，包括但不限于：批处理任务、在线服务异步任务、工作流任务、消息消费任务、定时任务、数据处理任务、AI 推理与训练任务等。
[bookmark: _Toc26718931][bookmark: _Toc220053840][bookmark: _Toc26986531][bookmark: _Toc26986772][bookmark: _Toc97192965]规范性引用文件
下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。
GB/T 1.1 标准化工作导则  第1部分：标准化文件的结构和起草规则
GB/T 22239 信息安全技术  网络安全等级保护基本要求）
GB/T 25069 信息安全技术  术语
GB/T 35273 信息安全技术  个人信息安全规范
[bookmark: _Toc97192966][bookmark: _Toc220053841]术语和定义
下列术语和定义适用于本文件。

任务 task
在计算机系统中可被调度与执行的工作单元，具有明确的触发条件、输入输出、资源需求与完成判定条件。

任务分级 task classification
依据任务的业务重要性、时效性、影响范围、风险等级、可中断性与可降级性等因素，对任务进行等级划分的过程。

优先级 priority
用于表示任务在竞争系统资源与调度顺序中的相对先后关系的参数，可表现为离散等级或数值权重。

服务等级目标 service level objective
用于描述任务或任务类型在一定统计周期内应达到的可用性、时延、成功率、吞吐等目标。

关键任务 critical task
对核心业务连续性、用户体验、生产安全或合规要求具有决定性影响的任务，通常要求较高保障等级与更严格的时延/成功率目标。

尾延迟 tail latency
任务时延分布中高分位对应的延迟指标，用于刻画极端拥塞或干扰下的性能表现。

抢占 preemption
调度系统在必要时暂停、驱逐或降低低等级任务资源占用，以保障高等级任务按目标执行的机制。

配额 quota
为任务等级、租户、队列或资源池设定的资源使用上限或保障下限，用于实现公平与隔离。

限流 rate limiting
在系统拥塞或资源不足时，按照规则限制任务进入或执行速率的控制手段。

降级 degradation
在资源不足或故障场景下，降低非关键任务功能、精度或执行频率以保障关键任务的策略集合。

可审计性 auditability
对任务分级、优先级赋值、调度决策与执行结果能够记录、追溯、复核与解释的能力。



[bookmark: _Toc220053842]总体原则
分级优先、规则先行：任务分级应先于任务进入执行队列。分级规则应明确、可重复、可审计，并以“业务影响与风险”为核心，而非以“提交者角色”或“主观偏好”为核心。优先级的设定应避免被滥用，需具备配套的治理与审计机制。
目标驱动、度量闭环：应将任务等级与服务等级目标绑定，形成“等级—目标—策略—指标—复盘”的闭环。对关键任务应优先保证确定性与稳定性，对非关键任务在不影响总体目标的前提下提升资源利用效率。
分层隔离、可控干扰：应针对 CPU、内存、磁盘 I/O、网络、GPU/加速器等关键资源建立分层保障与隔离机制，避免高吞吐低价值任务挤占关键任务资源。必要时采用专用资源池或硬隔离策略。
拥塞友好、故障韧性：系统应具备拥塞感知与自适应能力，能够在高峰、抖动与部分故障条件下执行限流、降级、排队与回退策略，防止雪崩与级联失败。应明确抢占触发条件、抢占边界与恢复机制。
最小权限、合规约束：任务分级与调度控制应遵循最小权限原则，关键策略变更需授权、留痕与复核。涉及敏感数据或合规要求的任务，应在分级与执行策略中体现数据安全、访问控制与日志保全要求。
[bookmark: _Toc220053843]任务分级与优先级体系
分级维度
任务分级宜至少考虑以下维度，并形成可量化或可判定的规则：
a) 业务影响：对核心链路、收入、生产安全、合规的影响程度；
b) 时效性：截止时间、可接受最大排队时间、延迟敏感性；
c) 影响范围：受影响用户数、系统范围、上下游依赖数量；
d) 失败代价：失败造成的数据丢失、重复计算成本、人工补救成本；
e) 可中断性：任务是否支持暂停/续跑、是否支持检查点；
f) 可降级性：是否可降低精度、频率、资源占用或跳过非关键步骤；
g) 资源特征：CPU 密集、I/O 密集、内存密集、GPU 密集等。
等级定义与优先级映射
任务等级宜采用 4 级或 5 级体系。本文件推荐 5 级体系 L0～L4，其中 L0 为最高保障等级。任务优先级可采用离散优先级或权重优先级，并应给出映射关系与约束。任务等级与保障目标建议见表1。


任务等级与保障目标建议
	等级
	典型任务类型
	目标示例（可按系统调整）
	允许策略

	L0
	核心在线链路关键控制任务、强合规任务
	极低排队、极高成功率、严格尾延迟
	禁止降级；允许抢占他者；资源硬保障

	L1
	重要在线异步任务、关键数据写入任务
	低排队、低违约率、尾延迟可控
	受控降级；可抢占 L3/L4

	L2
	一般业务任务、常规工作流节点
	中等排队、成功率达标
	可限流；可延后；可降级

	L3
	批处理分析、离线统计、低时效任务
	允许较长排队、吞吐优先
	强限流；可暂停/续跑


优先级治理要求
应建立优先级申请、审批或自动判定机制，防止随意上调。
对 L0/L1 任务应进行白名单管理或基于规则的自动分类，避免人为滥用。
应定期统计各等级任务占比、资源占用与违约情况，对异常分布进行治理。
当出现“低等级任务大量占用资源导致高等级违约”或“高等级任务占比异常升高”时，应触发专项复盘与整改。
[bookmark: _Toc220053844]调度与执行模型
为保证可实施性，本文件将调度与执行模型分为：任务入口控制、队列与排序、资源分配与隔离、执行控制与回收、拥塞与故障策略五个环节。总体流程见图1。
[image: ]
分级处理任务的入口到执行控制流程示意图
入口控制
入口控制应满足以下要求：
a) 应在任务进入队列前执行入口控制，包括准入校验、限流、拒绝、降级与重定向。
b) 入口控制应以等级为主导：L0/L1 应优先准入；L3/L4 在拥塞时应优先限流或拒绝。
c) 应支持按租户、项目、队列与资源池的多维限流，避免单一来源流量冲击。
d) 入口控制决策应记录：任务标识、等级、触发时间、决策类型、阈值与原因。
队列与排序策略
队列设计应至少满足：等级隔离、租户隔离、可扩展、可观测。排序策略宜采用“等级优先 + 公平约束”的组合，以避免低等级饿死或高等级被稀释。队列排序与调度策略组合建议见表2。
队列排序与调度策略组合建议
	场景
	推荐排序策略
	推荐调度策略
	适用说明

	在线混合负载
	严格优先级 + 老化机制
	抢占式调度
	防止低等级长时间等待，同时保障关键任务

	大规模批处理
	分级队列 + 加权公平
	非抢占/有限抢占
	吞吐优先，避免频繁抢占带来开销

	I/O 密集任务
	分级队列 + 速率控制
	配额 + 令牌桶
	防止 I/O 风暴，稳定尾延迟

	GPU/加速器任务
	资源池隔离 + 队列分层
	预留配额 + 预约
	减少碎片化与长任务阻塞

	多租户平台
	等级优先 + 租户公平
	多维配额
	兼顾关键任务保障与租户公平

	老化机制指任务等待时间增加后逐步提升其调度权重，用于抑制饥饿，但不得突破 L0/L1 的硬保障边界。


资源保障与隔离
资源维度
任务执行资源宜至少覆盖：CPU、内存、磁盘 I/O、网络带宽与连接数、GPU/加速器、共享缓存与数据库连接池等。对存在关键共享依赖（如分布式存储、消息队列、数据库、配置中心）的系统，应将其纳入“关键资源”范围并实施配额与限流。
配额模型
配额模型应满足以下要求
a) 应为每个任务等级设置资源保障下限与使用上限；
b) 对 L0/L1 等级应设置“硬保障”资源（reserved capacity），确保在拥塞条件下仍可获得最低资源；
c) 对 L3/L4 等级应设置“硬上限”与“弹性回收”策略，避免挤占关键资源；
d) 多租户场景下应同时设置“等级配额”与“租户配额”，并明确冲突时的仲裁规则（优先保障等级，再在同等级内按租户公平）。
隔离方式
隔离方式宜分为硬隔离与软隔离：
a) 硬隔离：专用节点/专用资源池、CPU 绑核、内存预留、GPU 独占、独立队列与独立连接池；
b) 软隔离：cgroup/容器资源限制、I/O 权重、网络 QoS、队列权重与令牌桶限流；
c) 对 L0 任务，宜优先采用硬隔离或“硬保障+软隔离”的组合；对 L2～L4 任务，宜采用软隔离与弹性调度提升资源利用率。
共享依赖保护
对数据库、缓存、消息队列等共享依赖，应实施分级保护：
a) 对关键依赖调用应提供独立的连接池或并发配额，防止低等级任务耗尽连接；
b) 应设置分级超时与重试策略（见6.6），避免重试风暴；
c) 对写入型关键路径应优先保障 L0/L1 写入；对分析型读请求应对 L3/L4 限流或缓存化。
抢占、驱逐与恢复
抢占触发条件
当出现以下任一情形时，应触发抢占或等效资源回收机制：
a) L0/L1 任务队列排队时间逼近其最大等待阈值；
b) 关键资源利用率持续超过设定阈值并导致高等级任务违约率上升；
c) 节点故障、容量下降或资源池缩容导致硬保障不足；
d) 发生全局拥塞并进入保护模式（见6.7）。
抢占对象与边界
抢占对象与边界应注意：
抢占优先从 L4、再到 L3、再到 L2 逐级进行；原则上不得抢占已进入关键提交阶段的 L1 任务；
对不可中断任务，应优先采用“新任务拒绝/限流+后续批次回收”策略，避免强制中断造成更高代价；
抢占不得突破合规边界与数据一致性边界；对涉及事务提交、状态机迁移的任务，应采用检查点或幂等设计后方可抢占。
抢占方式
抢占方式宜按任务可中断性分层：
暂停：支持挂起与续跑的任务可暂停并释放部分资源；
驱逐：容器/进程被终止并进入重调度队列；
降配：降低 CPU/内存/I/O 配额或降低并发度；
丢弃：对 L4 允许直接丢弃并记录审计。
恢复与补偿
抢占后的恢复与补偿应注意：
抢占后应提供恢复策略：自动续跑、延迟重试、人工触发或作废；
对被驱逐或丢弃的任务，应记录原因、时间、资源状态与影响范围；
对业务需补偿的任务，应提供补偿队列或补偿工作流，且补偿任务的等级与配额应可配置并受治理。
执行控制
任务生命周期状态
任务执行系统应至少支持以下状态并可追溯：待准入、已准入待排队、排队中、已调度待执行、执行中、暂停、失败、成功、取消、驱逐、作废。状态迁移应记录触发原因与关键参数。
超时控制
超时控制要求如下：
应设置分级超时：排队超时、执行超时、外部依赖调用超时；
L0/L1 的超时策略应以“快速失败+快速回退”为主，避免长时间占用资源导致系统抖动；
L3/L4 可采用较长执行超时，但应配合检查点与资源回收策略。
重试与幂等
重试与幂等要求如下：
重试策略应分级配置，且应具备指数退避、抖动与最大重试次数限制；
对 L0/L1 任务，重试应以“少次、快退避、强幂等”为原则，避免重试风暴；
对非幂等任务不得自动重试，除非通过事务、去重或补偿机制确保等效幂等；
应记录每次重试的原因、间隔与结果，用于审计与优化。
失败处理
失败处理要求如下：
应定义失败分类：可重试失败、不可重试失败、资源不足失败、超时失败、依赖失败、业务校验失败；
不同失败分类应映射不同处置策略：重试、降级、转移到备用资源池、人工介入、作废；
对 L0/L1 的依赖失败，应优先启用降级路径或备用依赖，减少级联影响。



拥塞控制与降级策略
拥塞识别指标
拥塞识别宜综合以下指标：队列长度、平均/分位排队时间、资源利用率、上下游错误率、尾延迟、超时率、驱逐率等。应为每个等级设定触发阈值，并支持多指标联合判定。
保护模式
系统宜定义至少三种运行模式：正常模式、拥塞模式、保护模式。进入保护模式时应执行：
a) 对 L4 任务直接拒绝或丢弃；
b) 对 L3 任务强限流或暂停；
c) 对 L2 任务启用降级策略（降低频率/精度/并发）；
d) 对 L0/L1 保持硬保障与优先调度，并对其依赖调用启用更严格超时与隔离。
降级策略库
应建立可配置的降级策略库，至少包括：
a) 功能降级：关闭非关键功能模块、减少输出字段；
b) 精度降级：降低计算精度、减少采样率；
c) 频率降级：降低定时任务频次、合并批次；
d) 路径降级：切换到备用算法、备用依赖或缓存结果；
e) 延迟执行：将 L2/L3 任务转入延迟队列在低峰执行。
降级策略应与任务类型绑定，并在审计中记录触发与恢复过程。
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指标体系总体要求
应建立覆盖“入口—排队—调度—执行—依赖—完成”的全链路指标体系，并按任务等级分层统计。指标应至少支持按时间窗口、租户、任务类型、队列、资源池维度聚合。
核心指标
核心指标宜至少包括：
a) 任务完成率、失败率、重试率、超时率；
b) 排队时延、执行时延、端到端时延及其 P95/P99；
c) 违约率：不满足各等级 SLO 的任务占比；
d) 资源指标：CPU/内存/I/O/网络/GPU 利用率、配额命中率、抢占/驱逐次数；
e) 拥塞指标：拒绝率、限流触发次数、保护模式持续时间；
f) 稳定性指标：错误率、级联失败次数、依赖熔断次数。
审计要求
a) 应对分级判定、优先级变更、调度决策（关键事件）、抢占/驱逐、降级/恢复进行日志留存；
b) 审计日志应至少包含：任务标识、等级、队列、决策时间、决策原因、阈值与执行结果；
c) 对 L0/L1 的策略变更应支持审批、双人复核或等效控制，并保留版本与回滚记录；
d) 审计数据应满足合规要求并设置访问控制。
服务等级目标设定与分层报表
SLO 设定原则
SLO 设定原则如下：
a) SLO 应与任务等级一一对应，并体现“等级越高，保障越强、违约容忍度越低”的原则；
b) SLO 参数应可度量、可计算、可审计，且应明确统计口径与统计周期；
c) SLO 应至少覆盖：端到端时延、成功率（或完成率）、最大排队时间、违约率上限；
d) 对 L0/L1 任务，SLO 应重点约束尾延迟（P95/P99）与最大等待时间；对 L3/L4 任务，SLO 可侧重吞吐、资源利用与成本。
SLO 统计口径
SLO 统计口径要求如下：
a) 端到端时延应从“任务进入准入判断”或“任务提交时间”计起，至“任务完成并写入结果/回调成功”止；
b) 排队时延应从“任务进入队列”计起，至“获得执行资源并开始运行”止；
c) 执行时延应从“任务开始运行”计起，至“任务运行结束”止；
d) 成功率应明确是否包含重试后成功；对关键任务宜同时统计“首次成功率”与“最终成功率”；
e) 违约判定应按“任务等级—对应 SLO 阈值”自动计算并可追溯。
分层报表要求
应提供分层报表，至少包括：
a) 总览报表：全系统各等级任务量、资源占用、违约率与趋势；
b) 等级报表：按 L0～L4 分别展示排队/执行/端到端时延分布与失败分类；
c) 队列/资源池报表：队列长度、吞吐、抢占/驱逐、配额命中率；
d) 任务类型报表：Top N 违约任务类型、Top N 资源消耗任务类型；
e) 依赖报表：关键依赖错误率、熔断次数、超时次数与影响任务等级分布。

告警、联动与处置闭环
告警分级
告警应分级管理，至少包括：信息、一般、严重、紧急四级。对 L0/L1 相关的违约风险与保护模式触发，应定义为严重或紧急级告警。
告警触发规则
告警应支持多条件触发与抑制规则：
a) 指标阈值触发：例如 L0 排队 P99 超过阈值、L1 失败率超过阈值；
b) 趋势触发：指标在连续窗口内快速恶化；
c) 组合触发：队列长度+错误率+尾延迟联合触发拥塞告警；
d) 抑制与去重：避免同一事件产生大量重复告警；
e) 自动关联：自动关联任务类型、队列、资源池与依赖组件，形成可执行的处置建议。
告警联动处置
告警联动处置要求如下：
a) 对拥塞告警应联动入口限流与降级策略（6.6）；
b) 对资源不足告警应联动弹性扩缩容或资源池切换；
c) 对依赖异常告警应联动熔断、降级路径或备用依赖；
d) 任何自动处置动作均应留痕，可回滚，并设置安全边界。
复盘与持续改进
复盘触发条件
出现以下任一情形，应组织复盘并形成改进闭环：
a) L0/L1 任务发生 SLO 严重违约；
b) 保护模式持续时间超过设定阈值；
c) 发生级联失败或重试风暴；
d) 发生优先级滥用或异常分布（例如 L0/L1 占比异常升高）；
e) 抢占/驱逐导致的业务影响超过预期。
复盘内容要求
复盘报告至少应包含：事件时间线、触发原因、影响范围、指标变化、处置动作与效果、根因分析、改进措施、验证计划与责任人。对涉及规则变更与阈值调整的，应同步更新审计记录与版本控制。
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检验分类
本文件的实施检验宜分为：
a) 方案符合性检验：对分级规则、SLO、队列与隔离设计的文档与配置进行核查；
b) 上线验收检验：在上线或重大变更前，通过压力/拥塞/故障演练验证分级与执行策略有效性；
c) 运行期抽检：定期抽取数据验证分级准确性、优先级治理与违约控制效果；
d) 监督审计检验：对关键策略变更、L0/L1 任务治理、审计留痕进行专项检查。
方案符合性检验
检验内容
应至少核查：
a) 任务等级体系与分级维度（5.1～5.3）；
b) 等级与 SLO 绑定及统计口径（7.4）；
c) 队列与排序策略、配额与隔离、抢占边界（6.2～6.4）；
d) 超时、重试、失败分类与降级库（6.5～6.6）；
e) 指标、告警、审计留痕与权限控制（7.1～7.5）；
f) 变更管理、版本控制与回滚机制（7.3、7.5、7.6）。
判定
上述内容不齐全、与实际配置不一致、或无法提供可审计证据的，判为不符合。
上线验收检验
验收场景
上线验收至少应覆盖：
a) 正常负载：各等级任务在目标负载下满足 SLO；
b) 峰值负载：整体负载提升至设定倍率（如 1.5～2 倍）时，L0/L1 仍满足关键 SLO；
c) 拥塞演练：触发保护模式后，L3/L4 被限制且 L0/L1 受保护；
d) 故障演练：关键依赖异常、节点故障或资源池缩容时，降级与回退路径有效；
e) 抢占演练：验证抢占触发、对象选择、恢复与审计留痕。
验收指标
验收应以“违约率、尾延迟、拒绝率、驱逐率、恢复时间”为核心指标，并按任务等级分层统计。

运行期抽检
抽检频次
运行期抽检宜至少每月一次；对关键系统或出现异常趋势时宜提升至每周一次。抽检窗口宜覆盖高峰时段与低峰时段。
抽检内容
抽检内容至少应包括以下方面：
a) 分级准确性：抽样核对任务类型与等级匹配情况；
b) 优先级治理：核对 L0/L1 白名单与审批记录；
c) 违约控制：核对各等级违约率与主要违约原因；
d) 拥塞与降级：核对保护模式触发次数、持续时间与效果；
e) 审计完整性：核对关键事件日志与权限变更记录。
不合格处置与复验
不合格情形
出现以下任一情形可判为不合格：
a) L0/L1 任务长期或频繁违约且无有效纠正措施；
b) 保护模式触发后无法有效限制 L3/L4 或无法保护 L0/L1；
c) 抢占导致数据一致性问题或重大业务事故；
d) 审计缺失、策略变更无授权或无法追溯；
e) 优先级滥用治理失效（例如 L0/L1 占比异常且无纠正）。
复验
对可疑不合格可组织复验。复验应在相同口径、相近负载与可重复的演练条件下进行。复验仍不满足要求的，应形成整改计划并在整改后重新验收。
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文档化要求
应至少形成并维护以下文件：
a) 任务分级规则与等级字典；
b) 等级—SLO 映射表与统计口径说明；
c) 队列、排序、配额、隔离与抢占策略配置清单；
d) 超时、重试、降级策略库与触发阈值；
e) 监控指标字典、告警规则、处置手册；
f) 审计策略、权限模型、变更与回滚流程；
g) 复盘模板与改进闭环记录。
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