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1. 前言

本文件按照GB/T 1.1—2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别专利的责任。

本文件由西安市计量标准检测认证协会提出并归口。

本文件起草单位：合肥财经职业学院。

本文件主要起草人：陈琳。

1. 引言

近年来，生成式人工智能（Generative Artificial Intelligence, GAI）技术在数字媒体内容生产领域快速发展，广泛应用于文本、图像、音视频、三维建模等多种内容的自动生成与编辑。这类技术在提升生产效率、丰富创作形式的同时，也带来了虚假信息传播、版权侵权、隐私泄露、内容滥用等安全风险，甚至可能被用于生成有害、违规或不当信息，对社会稳定、网络生态与公共利益构成挑战。

目前，国内外在生成式AI内容安全治理方面已开展了一系列探索，涵盖算法可解释性、训练数据合规性、内容检测与溯源、风险分级管理、伦理审查及应急处置等方面。然而，行业内缺乏统一的技术规范，导致不同平台、机构在风险识别、处置机制与责任划分方面存在差异，难以形成协同治理合力。

本文件旨在为数字媒体生成式AI内容的生产、发布、传播和存储等全链条环节提供统一的安全治理技术要求，指导相关企业、机构和平台建立健全风险防控体系，提升内容安全审查的自动化、智能化与可追溯能力，推动生成式AI技术在合规、安全、可控的框架内健康发展。

本文件的制定坚持“安全优先、技术赋能、责任明确、协同治理”的原则，兼顾技术先进性与可操作性，结合国内法律法规和国际通行标准，适用于算法研发机构、数字媒体平台、内容生产企业以及其他涉及生成式AI内容的相关组织。

数字媒体生成式AI内容安全治理技术规范

* 1. 范围

本文件规定了数字媒体生成式人工智能内容安全治理的基本原则、风险分类与分级管理、技术控制要求、运行监测与应急处置、数据与模型管理以及质量评估等内容，适用于涉及生成式AI内容生产、编辑、发布、传播、存储和应用的各类组织与平台。

本文件适用于从事生成式AI算法研发、模型训练、内容生成及分发的企业、科研机构、平台运营方以及为其提供相关技术支持和服务的第三方机构。主要包括但不限于文本生成、图像生成、视频合成、语音生成、虚拟人生成、三维内容建模等数字媒体内容的安全治理活动。

本文件不适用于纯内部测试、且不对外公开发布的生成式AI内容生产活动，但其中涉及的数据采集、模型训练和安全管理可参照本规范执行。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 22239—2019 信息安全技术 网络安全等级保护基本要求

GB/T 25069—2022 信息安全技术 术语

GB/T 35273—2020 信息安全技术 个人信息安全规范

GB/T 41867—2022 信息技术 人工智能 术语

* 1. 术语和定义

下列术语和定义适用于本文件。

生成式人工智能 generative artificial intelligence (GAI)

利用机器学习模型（特别是深度学习模型）生成与训练数据分布相似的新数据内容的人工智能技术，包括但不限于文本、图像、音视频、语音和三维模型生成。

数字媒体 digital media

通过数字化方式生成、存储、传播和展示的各类信息内容，包括文本、图片、音频、视频、动画和虚拟现实等形式。

内容安全 content security

在数字媒体生产与传播过程中，确保内容符合法律法规、伦理规范及平台政策的综合管理与技术保障措施，防止违法、违规、有害或不当信息的产生与传播。

风险分级管理 risk-based classification management

根据生成式AI内容的潜在安全风险程度、传播范围与影响力，将内容划分等级并实施差异化的管理与处置策略。

数据溯源 data provenance

记录、追踪和验证生成式AI模型训练数据及其来源、加工过程、版本变化的技术与方法，确保数据合规与可追溯。

模型可解释性 model interpretability

AI模型在决策或生成内容时，其内部运行机制和输出结果能够被人类理解和解释的特性。

深度合成 deep synthesis

利用深度学习等人工智能技术对原始数据进行生成、替换或合成，从而生成具有高度真实感的图像、音频或视频内容的过程。

有害内容 harmful content

可能对个人、群体或社会造成负面影响的内容，包括但不限于虚假信息、暴力、色情、歧视性言论、恐怖主义宣传等。

* 1. 基本原则
		1. 合法合规

生成式AI内容的生产、发布、传播应严格遵守国家法律法规、行业规范及平台管理政策，确保数据采集、模型训练、内容生成和分发的全过程合规。

* + 1. 安全可控

在技术架构和运行机制中，应纳入内容安全防护措施，确保生成内容的可控性和可预测性，防止出现不可预期的违规、有害或误导性信息。

* + 1. 责任可追溯

建立从训练数据、算法模型到最终生成内容的全链路记录与追踪机制，确保在出现违规或有害内容时能够明确责任主体，并实现快速溯源与处置。

* + 1. 技术与管理并重

在内容安全治理中，应将技术手段与管理制度相结合，通过算法过滤、人工审核、用户反馈等多重机制实现风险防控。

* + 1. 风险分级与动态管理

根据生成式AI内容的潜在风险等级，实施差异化管理措施，并根据风险变化动态调整安全策略与处置方案。

* + 1. 透明与可解释性

在保障商业秘密和用户隐私的前提下，应适度公开生成式AI的运行机制、数据使用情况及内容审核标准，提升用户与公众的信任度。

* + 1. 尊重伦理与人权

确保生成内容尊重社会公德、文化多样性与个人合法权益，不得生成歧视性、侮辱性、侵犯隐私或侵犯知识产权的内容。

* 1. 风险分类与分级管理
		1. 风险分类

生成式AI内容的风险可根据其性质和潜在危害分为以下主要类别：

1. 违法违规内容：违反法律法规、危害国家安全、扰乱社会秩序的内容，如反动言论、恐怖主义宣传等；
2. 有害不当内容：虽不触犯法律，但违反社会公德、损害青少年身心健康的内容，如色情、暴力、恶意诽谤等；
3. 虚假与误导性信息：包含事实错误或误导公众的信息，如假新闻、虚构事件、篡改数据等；
4. 侵权内容：侵犯他人知识产权、肖像权、名誉权等合法权益的内容；
5. 隐私泄露内容：未经许可披露他人个人信息或敏感数据的内容。
	* 1. 风险分级

根据内容的危害程度、传播范围和处置难度，将风险等级划分为高风险、中风险和低风险（见表1）。

1. 风险等级划分

| 风险等级 | 特征描述 | 处置要求 |
| --- | --- | --- |
| 高风险 | 涉及违法违规、严重有害或重大社会影响的内容；一旦传播可能造成不可逆损害 | 必须立即拦截或下架，启动应急处置机制，并上报相关主管部门 |
| 中风险 | 内容存在不当、侵权或误导性，但影响范围有限且可修正 | 暂停发布或传播，经审核整改后可恢复 |
| 低风险 | 内容轻微偏离规范，存在潜在争议，但危害可控 | 可通过标注、提示等方式引导用户辨别，无需立即下架 |

* + 1. 风险管理措施

高风险内容应建立实时识别与拦截机制，并由专人负责处置与报告。

中风险内容应进行人工复核，并在整改后重新评估发布。

低风险内容应定期监测，并通过用户教育、提示标注等方式降低风险影响。

* + 1. 动态调整

风险等级应根据事件发展、舆情变化和监管要求动态调整，确保管理措施与实际风险水平相匹配。

* 1. 技术控制要求
		1. 模型训练数据合规性

模型训练所用数据应来源合法、授权充分，不得包含违法违规或未经许可的受保护信息。

对来源不明或存在争议的数据，应在使用前进行合法性与伦理风险评估，并保留评估记录。

对包含个人信息的数据，应进行匿名化或去标识化处理，并符合个人信息保护规范。

* + 1. 内容生成前置过滤

在内容生成阶段引入风险词库、违规样本库等过滤机制，对输入提示词（prompt）及模型生成候选内容进行实时比对。

对触发高风险关键词的生成请求，应直接拒绝或进入人工审核环节。

过滤规则应根据最新法律法规、行业标准及舆情变化定期更新。

* + 1. 内容生成后检测

在生成内容输出前，使用自动化检测工具对其进行语义分析、图像识别、音视频分析等综合安全审查。

对检测结果为高风险的内容，应自动拦截并启动人工复核。

检测模型应具备持续学习与更新能力，以应对新型违规内容的出现。

* + 1. 溯源与水印技术

对生成内容应嵌入不可见的数字水印或元数据标签，以标识其生成来源、时间和模型版本。

水印应具备防篡改和可验证性，确保在内容传播过程中仍可追溯。

平台应提供内容溯源验证接口，供监管机构和授权用户使用。

* + 1. 标注与提示

对AI生成内容，应在用户可见位置添加明显标识或提示信息，说明内容由人工智能生成。

对可能引起误解的合成内容，应附加风险提示或来源说明。

标注格式和位置应保持统一，并符合行业通用可读性标准。

* + 1. 安全策略与更新

应建立技术策略动态更新机制，确保过滤规则、检测算法、风险词库等与法律法规、舆情环境保持同步。

技术更新过程应进行版本管理和回溯记录，确保可追踪与可验证。

* 1. 运行监测与应急处置
		1. 实时监测

平台应部署实时监测系统，对生成式AI内容生产、发布和传播过程进行全链路监控。

监测范围应涵盖生成请求、生成结果、用户反馈、传播路径及外部引用情况。

监测数据应定期存储和备份，保存期限不得少于法律法规规定的时限。

* + 1. 异常告警

系统应根据风险分级设定多级告警阈值，并支持自动化告警推送至安全管理人员。

对触发高风险告警的内容，应自动锁定并限制进一步传播。

告警信息应包含事件时间、内容摘要、风险类别、影响范围等关键要素。

* + 1. 事件响应

高风险事件应在发现后第一时间启动应急响应机制，包括内容下架、传播封锁、账户限制等措施。

中风险事件应在限定时间内完成复核，并采取整改或限制措施。

对重大事件应同步上报至相关主管部门。

* + 1. 处置流程

处置流程如下：

1. 识别：通过监测系统、人工审核或用户举报发现异常内容；
2. 评估：安全团队对风险等级和影响范围进行快速评估；
3. 处置：根据风险等级实施相应的管控措施；
4. 复盘：事件结束后进行原因分析和流程改进；
5. 记录：完整记录事件信息、处置过程及结果，存档备查。
	* 1. 用户举报与反馈机制

平台应提供便捷的用户举报入口，支持多种类型的违规内容分类选择。

对有效举报应在规定时限内反馈处置结果。

用户反馈信息应纳入风险分析数据库，用于优化监测与防控策略。

* + 1. 持续改进

应定期对监测与应急处置体系进行评估，结合事件复盘结果和外部监管要求优化流程。

结合技术发展趋势，提升自动化处置比例和智能化水平。

* 1. 数据与模型管理
		1. 数据合规管理

数据采集应遵循合法、正当、必要原则，不得超范围收集与使用。

对涉及个人信息、敏感信息的数据，应进行匿名化或去标识化处理，并符合个人信息保护相关标准。

数据来源、采集方式、使用范围及授权文件应留存完整记录，确保可追溯。

* + 1. 数据质量控制

训练数据应经过清洗、标注、审核，剔除违法违规、有害不当或低质量内容。

应建立数据质量评估机制，定期对数据集进行抽检和更新。

对引入外部数据集的，应进行合法性和安全性评估。

* + 1. 模型版本管理

模型应实行版本化管理，记录每次训练的时间、数据来源、参数配置及优化目标。

每个版本的模型应进行安全性和内容生成效果的评估，并保留评估报告。

对发现存在安全风险的模型版本，应立即停用并进行整改。

* + 1. 模型访问控制

对模型的访问应实行分级授权管理，确保不同角色的人员仅能访问其工作所需的模型和数据。

重要模型应采取多因素认证、密钥管理等安全措施，防止未经授权的调用与下载。

应记录所有访问操作，并定期审计访问日志。

* + 1. 模型安全评估

模型上线前应进行算法安全评估，覆盖对抗样本鲁棒性、有害内容生成倾向、可解释性等方面。

应定期对已部署模型进行再评估，发现安全隐患及时修正。

对高风险应用场景，应引入第三方评估机构进行独立审查。

* + 1. 备份与恢复

应建立数据与模型的备份机制，确保在发生系统故障或安全事件后可快速恢复。

备份数据应加密存储，并与生产系统隔离。

定期测试恢复流程，确保可用性。

* 1. 质量评估
		1. 评估目标

质量评估应以验证内容安全治理体系的有效性、覆盖性和响应性为目标，确保生成式AI内容在全生命周期内符合安全、合规、可控的要求。

* + 1. 评估指标

可根据平台或机构的实际情况，建立包括但不限于以下方面的指标体系：

1. 内容安全合规率：在抽检样本中，符合法律法规及平台规范的内容比例；
2. 违规内容处置及时率：从发现到处置完成的平均时间；
3. 风险识别准确率：自动化检测系统识别的准确性与漏报率；
4. 模型安全性指标：包括有害内容生成倾向评估、鲁棒性测试结果；
5. 用户举报反馈率：用户举报案件的有效回复比例与时效；
6. 事件复发率：同类安全事件在整改后再次发生的比例。
	* 1. 评估周期

日常监测应持续进行，并形成月度或季度报告。

综合评估应至少每年开展一次，涵盖技术、管理、培训等全方面内容。

在法律法规或技术环境重大变化时，应开展专项评估。

* + 1. 评估方法

结合自动化检测结果、人工审核抽检、第三方评估等多种方式开展评估。

采用量化指标与定性分析相结合的方法，确保评估结果客观全面。

评估过程应有完整记录，评估结论应经管理层审核。

* + 1. 持续改进

应根据评估结果制定改进计划，明确改进目标、措施、责任人和完成时限。

对发现的重大问题应立即整改，并验证整改效果。

应建立经验反馈机制，将事件处置经验和技术优化成果纳入培训与系统优化中。

* + 1. 外部监督与合作

鼓励与行业组织、科研机构、监管部门合作，开展联合评估与技术攻关。

应接受行业和社会的合理监督，定期公开治理成效报告，提升透明度与公信力。

