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1. 前言

本文件按照GB/T 1.1—2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。

本文件代替T/SAIAS 018—2024《具身智能语料库建设导则》，与T/SAIAS 018—2024相比，除结构调整和编辑性改动外，主要技术变化如下：

a）更改了“范围”部分，添加了和语料质量评估、有效性评估相关的表述（见第1章）；

b）增加了“合成数据”术语（见3.7）；

c）更改了“数据时刻”内容类型分类（见5.3.2）；

d）更改了“数据资源类型”中各类数据的推荐指标、语义分类、语义特征等内容（见5.4.1、附录B）；增加了“视频数据分类表”中的数据来源（见附录B.1）；删除了“雷达数据”的“分辨率”指标（见附录B.2）；增加了“本体数据”中对于采集设备本体的描述（见附录B.4）；

e）增加了“数据信息存储格式”的“基本要求”（见5.4.2.1）；增加了“传感器标定信息格式”中“数据文档命名规则及存储路径”（见5.4.2.2）；增加了“元数据格式”中本体数据的末端工具信息（见5.4.2.3）；

f）删除了“采集本体”中“表14：采集本体硬件”（见2024年版的6.2.1）；更改了“采集本体”的参考性能参数（见6.2.1、附录C、附录D）；增加了“采集本体软件”对于“数据校验与上传”、“本体数据落盘”及“设备状态管理”的标准（见6.2.1）；

g）更改了“合成数据采集”中，为保证数据有效性宜考虑的主要因素中，“随机化控制”的内容（见6.3.2）；增加了“合成数据的生成方式”中，仿真合成这一步骤（见6.3.3）；

h）增加了“数据采集路径与分类规范”（见6.5）；增加了“数据采集场景与任务体系”（见6.6）；增加了“数据采集操作规范”（见6.7）；

i）更改了“采集数据完整性检查”的步骤内容（见7.1）；增加了“数据脱密脱敏”需要符合的相关规定要求（见7.2.4）；增加了“数据去噪”包括的情形（见7.2.5）；增加了“数据标注”的基本要求（见7.3.1）以及“标注任务制定”中的“任务标注”和“子任务标注”类别（见7.3.2）；更改了“定义坐标系”的类型（见7.3.4）；

j）增加了“数据质量评估”部分（见7.4）；

k）增加了“数据有效性评估”部分（见7.5）；

l）增加了“具身智能语料库数据有效性评估数据集要求”作为资料性参考（见附录E）。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别这些专利的责任。

本文件由上海市人工智能行业协会提出并归口。

本文件起草单位：

本文件主要起草人：

本文件及其所代替文件的历次版本发布情况为：

——2024年首次发布为T/SAIAS 018—2024；

——本次为第一次修订。

本文件版权归上海市人工智能行业协会所有。未经许可，不得擅自复制、转载、抄袭、改编、汇编、翻译或将本标准用于其他任何商业目的。

1. 引言

人工智能是新一轮科技革命和产业变革的重要驱动力量，语料数据则是人工智能研究和应用不可或缺的资源，高质量的语料库更是人工智能赋能新质生产力的关键。

在人工智能的浪潮中，具身智能作为前沿科技的代表，正受到国家和上海市的高度重视。《具身智能语料库建设导则》的编纂，正是在这一背景下应运而生，旨在为该领域的发展提供坚实的数据基础和标准化指导。

国家层面，工信部发布的《人形机器人创新发展指导意见》强调了开展人形机器人标准化路线图研究的重要性，并提出建立健全人形机器人产业标准体系。这不仅为具身智能语料库的建设提供了政策支持，也为行业的健康发展指明了方向。

上海市作为科技创新的先行者，率先发布全国首批人形机器人具身智能标准，包括《具身智能智能化等级分级指南》和《人形机器人分类分级应用指南》。这些标准不仅规范了人形机器人的技术语言和发展路径，也为语料库建设提供了明确的技术等级划分依据。上海还计划建设完成多地联动的具身智能训练场，支持超100台异构机器人采集训练，这将为具身智能的语料库建设提供丰富的实践场景和数据资源。

此外，上海市人民政府印发的《上海市进一步推进新型基础设施建设行动方案（2023-2026年）》中提到，将布局智能机器人创新基础设施，建设“大模型+人形机器人”协同创新平台，这为具身智能语料库的建设提供了政策和技术支持。

本文件的编写，紧密结合这些最新的政策导向，为语料库的建设提供科学、系统、标准化的指导。本导则将详细阐述如何收集、标注和利用数据，并对数据的有效性进行评估，以满足具身智能系统在不同场景下的需求，同时确保数据的质量和多样性。通过遵循本导则，我们期待能够推动具身智能技术的创新和应用，为具身智能产业的科学健康发展注入强大动力。

具身智能语料库建设导则

* 1. 范围

本文件提供了建设具身智能模型训练数据内容、数据采集、语料生产（质量评估、数据有效性评估）和数据安全方面的技术指导方法。

本文件适用于具身智能语料库的研究、开发、维护、应用、评估等工作。其它与具身智能语料库建设相关的工作也可参照使用。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 4894-2009 信息与文献 术语

GB/T 22239-2019 信息安全技术 网络安全等级保护基本要求

GB/T 35273-2020 信息安全技术 个人信息安全规范

GB/T 35295-2017 信息技术 大数据 术语

GB/T 36073-2018 数据管理能力成熟度评估模型

GY/T 353-2021 网络视听节目视频格式命名及参数规范

GY/T 360-2022 广播电视和网络视听节目内容标识标签规范

YD/T 4245-2023 电信网和互联网数据脱敏技术要求和测试方法

T/SAIAS 015—2024 语料库建设导则

* 1. 术语和定义

T/SAIAS 015—2024界定的以及下列术语和定义适用于本文件。

具身智能 Embodied AI

基于物理身体进行感知和行动的智能系统，其通过智能体与环境的交互获取信息、理解问题、做出决策并实现行动，从而产生智能行为和适应性。

**注：**本标准限定的具身智能本体包括泛人形机器人、仿人机器人、智能机器人等。

数据资源 data resources

以电子化形式记录和保存的具备原始性、可机器读取、可供社会化再利用的数据集合。

[来源：GB/T 4894-2009，4.7.3.2.3，有修改]

本体 Embodied intelligent ontology

一般指在物理环境或者虚拟环境中进行感知和任务执行的机器人本体。

数据片段 data clip

以片段形式记录和保存的具身智能模型训练使用的数据集合。

**注：**是按照一定目的和方法进行选择并有序排列的数据汇集。

数据时刻 tick dataset

在同一时刻中，由各相机视频帧、雷达数据、本体数据、轨迹导航数据组成的数据集合。

模拟仿真平台 simulation platform

基于计算机的系统，用于模拟现实世界或想象中的环境、条件或系统。

合成数据 synthetic data

通过模拟仿真平台等工具生成的数据。

* 1. 缩略语

下列缩略语适用于本文件。

NSFW 不适于工作场所浏览（Not Safe For Work, Not Suitable For Work）

FOV 视场角（Field Of View）

SFT 有监督微调（Supervised Fine-Tuning）

* 1. 具身智能数据
1.
2.
3.
4.
5. * 1. 概述

本章规定了具身智能语料库与作为语料库素材的数据资源的规范性说明。这些说明将帮助这些数据的使用方（本文件中的用户）了解数据的特性、质量和可用性，以对数据的应用价值作出初步评估。

本文件说明的语料库一般用作具身智能大模型训练使用，具身智能大模型方案见附录A。

* + 1. 一般原则

具身智能语料库与作为语料库素材的数据资源考虑的主要原则宜包括：

a）数据模态：具备多模态数据，并能涵盖多模态传感数据；

b）数据同步性：具备同步性。多模态多传感器数据的开始与结束时间是一致的，保持时空同步性；

c）数据规模：具有足够的规模，并能覆盖不同领域和不同应用场景；

d）数据多样性：来自多场景全时空数据；

e）数据密级：最小单位的文件不设置对其内容操作的权限控制；

f）数据质量：具有规范性、一致性、完整性、及时性、准确性、有效性和时效性，不含水印和不适宜内容。

* + 1. 数据集

具身智能语料库数据集，以一系列数据片段的形式存储，由一系列数据片段有序或自由组合而成，适用于具身智能模型训练使用。数据集与数据片段关系如图1所示。



1. 数据集与数据片段关系
	* + 1. 数据片段

数据片段由连续的若干个数据时刻组成。数据片段与数据时刻的关系如图2所示。



1. 数据片段与数据时刻的关系
	* + 1. 数据时刻

数据时刻内容包含同一时刻的传感器数据、本体数据、导航数据及其他数据，每一个数据时刻是时空同步的。

1. 按每秒30帧为例，一个数据时刻是在1帧内所有传感器数据的集合，即所有传感器在100毫秒（ms）内产生数据的集合。

数据时刻内容根据其来源，包括以下数据类型：

1. 传感器数据：宜包含各种视觉采集设备，以及各种深度、距离传感器等获得的视觉、点云、距离等数据；
2. 本体数据：宜包含本体状态数据、控制命令、诊断信息、动态数据、末端设备类型等；

c）导航数据：宜包含GPS、地图数据、GNSS数据、IMU数据等；

d）其他数据：宜包含音频数据、触觉数据、力觉数据、嗅觉数据、文本数据、传感器标定数据、内外参数据、场景标签数据（采集场景环境信息、场景任务数据、数据语义特征、格式说明文件等）等。

* + 1. 数据资源
1.
2.
3.
4.
5. 1.
	2.
	3.
	4.
	5.
6.
7.
8.
9.
10. 1.
	2.
	3.
	4.
	5. * 1. 数据资源类型
				1. 视频数据
				2. 雷达数据

雷达数据包括激光点云数据和毫米波数据。激光点云数据可发射激光束并接收反射回来的信号，精确测量物理的距离、形状和位置，构建三维环境模型。毫米波数据擅长测量目标的距离和速度，对金属物理比较敏感，在恶劣环境下也能较好工作。雷达数据相关推荐指标详见附录B。

* + - * 1. 音频数据

声音表征的数据，简称音频数据，是以声音波形的形式存储，通常以采样率和位深来表征声音信号。音频数据资源（或可再加工音频数据产品）的推荐指标详见附录B。

* + - * 1. 本体数据

本体数据宜包括执行数据采集的机器人或外骨骼机械臂等设备的本体状态数据、控制命令、诊断信息、本体动态数据、末端设备类型数据，以及传感器标定数据。其中，传感器标定数据在具身智能训练中能够校正误差，统一坐标系，以及确保不同传感器之间的数据关联性，使传感器融合，提高具身智能整体性能。本体数据资源的推荐指标、分类等详见附录B。

* + - * 1. 轨迹导航数据

轨迹导航数据宜包括定位数据、轨迹数据等。轨迹导航数据的推荐指标和资源分类详见附录B。

* + - 1. 数据信息存储格式
				1. 基本要求

宜支持HDF5、Lerobot、Episode等主流数据格式。需包括数据集的标签信息文件、标定参数文件、本体硬件构型（单双臂、末端工具或者URDF）等文件。

1. * + - 1. 传感器标定信息格式

数据采集传感器标定的信息应包含：

a）传感器设备序列号及名称；

b）传感器的类型及数量 ；

c）传感器采集频率；

d）传感器内外参数；

e）数据文档命名规则及存储路径。

* + - * 1. 元数据格式

采集的元数据宜包含以下信息：

a）通用数据：

* 1. 时间戳；
	2. 唯一ID。

b）本体数据：

* 1. 类型、厂商及型号；
	2. 末端工具信息，如夹爪、灵巧手等；
	3. 关节位姿数据。

c）视觉传感器数据：

* 1. 彩色图像数据；
	2. 深度图像数据；
	3. 采样频率；
	4. 图像尺寸。

d）雷达传感器数据：

* 1. 采集范围；
	2. 采集精度；
	3. 采样频率。

e）触觉传感器数据：

* 1. 灵敏度；
	2. 分辨率；
	3. 响应时间。

f）音频传感器数据；

g）力觉传感器数据；

h）嗅觉传感器数据；

i）采集环境信息（包括场景布局、地点、设备/道具布置情况等）；

j）采集任务描述信息（包括文字指令和对话信息等）。

* + - * 1. 元数据组帧格式

元数据组帧对齐后宜包含：

a）帧索引序列；

b）传感器数据序列；

c）本体数据序列。

* 1. 具身智能数据采集
1. * 1. 概述

本章规定了对语料库素材的数据资源的采集的规范性说明。内容包括真实数据采集和合成数据采集。为数据采集方的采集介质、采集行为等提供指导性意见，以对数据进行统一。

* + 1. 真实数据采集
1. 1. * 1. 采集本体

本节规定了采集本体的基本配置，帮助采集方有效改装采集本体，保障采集数据一致性。采集本体的感知相机数量具体宜根据实际采集需要进行加装。根据不同的采集模式分类，其参考性能参数详见附录C和附录D。采集本体软件如表1所示。

1. 采集本体软件

|  |  |  |
| --- | --- | --- |
| 序号 | 软件标准 | 描述 |
| 1 | 多模态传感器同步 | 宜支持多模态传感器时间同步与空间同步 |
| 2 | 全量满带宽数据存储 | 宜支持全量满带宽数据存储 |
| 3 | 数据校验及上传 | 宜支持采集数据本地校验及数据上传 |
| 4 | 本体数据落盘 | 宜支持包括视觉传感器数据、力觉传感器及执行机构数据落盘 |
| 5 | 设备状态管理 | 宜支持本体的设备状态管理 |
| 6 | OTA软件更新（可选） | 宜支持通过OTA进行软件更新 |

* + 1. 合成数据采集
	1. + 1. 概述

合成数据通过基于模拟仿真平台等工具生成的数据。

* + - 1. 合成数据有效性考虑因素

为了确保仿真合成数据的有效性和适用性，宜考虑的主要因素包括：

a）高保真度：仿真环境尽量模拟现实世界中的物理和视觉特性，保证数据的真实性和准确性；

b）多样性：合成数据包含不同场景、多种任务和多种传感器数据，以确保模型的泛化能力；

c）可重复性：仿真数据生成可重复，仿真资产可以重复利用；

d）同步性：多传感器采集的数据严格保持时间同步，特别是在多模态数据（包括图像、深度、雷达、IMU）融合时，时间戳精度足够高；

e）标准化格式：所有数据符合预定的标准格式，以便于存储、共享和分析；

f）随机化控制：为了增强数据的鲁棒性，合成数据进行随机化处理，包括视觉随机化（包括光照、材质等）、物理随机化（包括摩擦、重力等）、物体随机化和技能随机化（操作、导航、交互等），以模拟不同环境下的变化。

* + - 1. 合成数据生成方式

仿真合成数据生成宜包括以下步骤：

a）场景构建：使用3D数字孪生技术对真实场景进行虚拟化，构建高度逼真的仿真场景。场景的视觉和物理特性根据应用场景需求进行细致建模；

b）任务设计：机器人在场景中执行多种任务（包括抓取、移动、操作等），通过仿真平台模拟这些任务，并生成对应的动作和感知数据；

c）多传感器采集：通过机器人内部和外部的多种传感器（包括RGB相机、深度传感器、激光雷达等）同步采集数据。确保传感器数据的时间同步性，尤其在多模态融合时，数据采集频率需保持一致；

d）仿真合成：依托自动化的任务和场景生成机制，同步融入动态随机（物体属性、环境条件）和数据增强技术，并实现时序对齐，最终生成多样、鲁棒、大规模、高保真的多模态合成数据。

e）数据随机化：通过视觉和物理属性的随机化，生成多样化的数据集，以增加模型的鲁棒性和泛化能力。视觉随机化涉及材质、光照、视角等，物理随机化处理摩擦、重力等；

f）数据处理与存储：采集的数据宜经过适当的预处理，包括去噪、时间同步等步骤，随后以规定格式存储。文件名和目录结构须明确标识场景、时间和数据类型。

* + - 1. 合成数据用途

仿真合成数据在具身智能系统中的应用场景主要包括以下几个方面：

a）数据泛化，合成数据通过物品泛化和场景泛化来模拟各种现实环境中的变化情况。通过引入不同的物体类型、材质、大小、位置以及各种场景属性（包括光照、天气、地形等），合成数据能够为模型提供更丰富的训练样本，确保模型在实际应用中具备更强的适应性和泛化能力。模型可以在虚拟环境中学会处理不同形状和尺寸的物体，从而在真实场景中也能表现良好；

b）极端情况（Corner Case）生成，解决现实世界中极端情况（包括罕见的物体交互、复杂的光照或极端天气等）的采集难题。仿真平台能够生成大量极端情况数据，这些情况在真实环境中难以捕捉，但却是模型泛化和鲁棒性的重要测试场景。通过系统地生成这些难以采集的极端案例，模型能够更好地处理特殊或意外的情境，从而在多变和复杂的环境中表现得更加可靠；

c）跨传感器/本体数据迁移，仿真合成数据的另一个重要用途是跨传感器和跨本体的数据迁移。通过充分利用已有数据，模型可以在不同的传感器数据之间进行迁移学习，避免重复采集数据。通过在仿真环境中生成的RGB图像、深度图像、IMU 数据等，模型能够学会在不同传感器输入下进行任务操作。这种迁移机制减少了实际传感器配置下的数据采集成本，并且通过多模态数据的融合提升了模型的性能。

1.
2.
3.
4.
5.
6. 1.
	2. 1. 数据资源提交方式
	3. * 1. 数据文件标识

数据(资源)文件应通过文件名称来进行标识，其命名规则为：

a）文件名称=文件名+文件扩展名；

b）命名不宜含有中文字符和不合法字符等；

c）在后续使用过程中，不能对数据集进行重命名，否则会造成数据无法回溯，导致数据丢失。

1.
2.
3.
4.
5.
6. 1.
	2.
	3. 1. 1. 数据资源的提交方式

数据资源提交方式宜满足T/SAIAS 015—2024中的数据资源提交方式。在实体存储介质（如硬盘）、云盘传输、直连在线、数据空间这四种数据资源提交方式中选定一种，来实施具体的数字资源交付。

1. * + - 1. 实体存储介质

实体存储介质方式是指将数据资源文件按一定的格式和组织形式（如压缩）存入实体存储介质后进行的数据交换方式。

* + - * 1. 云盘传输

云盘传输方式是指将数据资源文件按一定的格式和组织形式（如压缩）后通过公有或私有云盘转储所实施的数据交换方式。

* + - * 1. 直连在线

直连在线方式是指数据资源供给和接收双方通过光纤专线点对点进行数据传输。这一方式具有较高的安全性和可靠性。若选择该传输方式，所需带宽宜按数据文件大小（MB）×8×3600÷拟完成传输的时间(s)进行计算。

本文件对采用“直连在线”方式所涉及的数据加密方式不作具体规定。

* + - * 1. 数据空间

数据空间是互相信任的合作伙伴之间的数据关系，每一方都对其数据的存储和共享适用相同的标准和规则。在数据空间中，数据不是集中存储，而是存储数据来源，因此只有在必要时才会（通过语义互操作性）共享数据。

数据空间是数据资产化的有效工具体系。

* + 1. 数据采集路径与分类规范
			1. 遥操作式数据采集

遥操作式数据采集，即人类控制机器设备执行任务，并采集过程数据。通过高精度动作映射与低延迟通信，人类操作员的远程动作被同步至执行终端，同时记录决策逻辑与纠偏过程，具备跨空间操作、人机协同决策、动态环境适应等特点。

* + - 1. “生产伴随”式数据采集

 生产伴随式数据采集，在真实生产环境中，由真实工作人员穿戴外骨骼等数据采集设备进行实际的生产作业，采集过程由设备上的摄像头以及穿戴的外骨骼数采设备等实时记录和存储多模态数据，用于具身智能模型训练，具有进场即采、真实有效等特点。

* + - 1. 仿真数据合成采集

仿真数据合成采集，即通过高保真的3D环境构建，构建物理精确的数字场景，实现不同版本的机器人在虚拟场景中的数据合成。同时通过科学高效的仿真软件平台作为数据生成载体，引入视觉和物理随机化处理，增强了仿真数据的多样性，提高模型在不同环境中的泛化能力,实现低成本采集的目标。

* + 1. 数据采集场景与任务体系
			1. 场景

数据采集场景指在真实物理环境中，通过多模态传感器与实体对象交互，并记录数据的动态过程。如工业领域的码垛、焊接等。

* + - 1. 任务

数据采集任务指基于场景目标的闭环连续动作序列，需满足动作连贯性和环境适应性。如家居领域保洁场景的垃圾清运、衣物叠放等。

* + - 1. 动作技能

数据采集动作指不可再分解的原子技能基础能力模块，需具备可复用性和独立评估性。如抓取、放置、旋转、按压等。

* + 1. 数据采集操作规范
			1. 采集环境要求
				1. 物理环境规范

采集区域宜具有合理的空间布局，确保有足够的空间设备操作，避免相互干扰，同时方便操作人员进行设备的操作和维护；宜为设备提供专门放置区域，不同构型的采集设备分区放置。宜保证光照均匀、稳定，避免出现频闪、阴影、反光等影响采集质量的情况。宜保持采集环境的清洁，定期进行清洁打扫，防止灰尘、毛发等杂物进入采集设备。采集作业宜在0℃至45℃的温度范围，30%至80%的湿度范围内进行。

* + - * 1. 安全要求

对采集作业区域的安全性进行评估，确保无明显的安全隐患，如陡坡、深坑、高压线等，保障人员和设备的安全。

确保设备在采集过程中的安全性，避免设备碰水、受潮、受损等情况的发生。

保证采集人员的安全，进行相关安全意识与防范培训；根据场景需要提供相关防护装备，如头盔、护目镜、手套等，确保其在作业过程中的安全。

* + - 1. 采集设备选型
				1. 遥操作式数据采集设备选型

遥操作终端宜使用VR手柄、动捕服、臂控臂等，要求可以将人类动作准确映射到机器人端，完成遥操作。设备需要支持有线连接，避免无线通信的信号串扰。有线连接状态下，遥操作的端到端延迟不高于200ms。设备如有无线连接模式，需要支持WiFi 6以上标准。遥操作式数据采集设备供参考的性能参数、适配标准及技术参数请参见附录C。

* + - * 1. “生产伴随”式数据采集设备选型

根据适配的目标机器人，生产同构型的“生产伴随式”数据采集设备。设备应能采集视觉、机械臂数据等多种模态数据。生产伴随式数据采集设备供参考的性能参数、适配标准及技术参数请参见附录D。

* + - 1. 采集人员培训
				1. 人员筛选规范

数据采集人员宜严谨细致，责任心强，具有良好学习能力。采集人员的身高和体型应与所使用的设备相匹配，确保设备穿戴舒适且不影响操作灵活性。

对于数据采集人员，宜能够根据任务的要求操作采集设备，包括设备的穿戴、操作及动作的准确执行。对于运维人员，宜熟练操作各类设备及相关软件，了解其基本原理和参数设置，能应对常见的设备故障和软件问题。

* + - * 1. 基础培训

宜全面讲解数据采集作业全流程操作规范，确保学员熟悉整个工作流程。针对工作中使用的数据采集设备和软件，进行详细的操作培训。

* + - * 1. 专业技能提升

对于涉及多模态数据采集的工作，宜开展专项培训，讲解不同模态数据采集的特点和技巧。

介绍数据安全和隐私保护的相关法律法规和行业标准，讲解数据采集过程中如何保障数据的安全传输、存储和使用，防止数据泄露和滥用。

* 1. 具身智能语料生产
1.
2.
3.
4.
5.
6.
7. * 1. 采集数据完整性检查

在用于语料生产的所有资源数据存入前，宜按以下过程检查其格式的统一性和数据的完整性：

a）步骤一：所有资源数据以 5.4.2 中所规定各数据表征模式的文件格式之一的形式存在。如承载资源数据的文件不是对应数据表征模式的规定格式之一的，需采取合适的措施实现资源数据文件格式的转换；

b）步骤二：验证每个文件的完整性，可以使用对应的解码工具逐一打开文件，确认成功打开后再进行下一步操作；否则，在该文件元数据信息中标记该文件为损坏文件。

c）步骤三：将资源数据以对象方式存入，并把步骤二中的文件元数据信息存入数据库。

1. 资源数据的统一性和完整性检查的重要性在于，能避免因数据解码失败而导致训练崩溃现象的出现。
2.
3.
4.
5.
6.
7.
8. 1. 1. 数据资源清洗过程
9. 1.
	2. * 1. 主要流程

具身智能数据资源清洗过程的主要流程包括数据规范管理、数据整理分类、数据脱敏、数据去噪、数据去重、数据存储与备份等。

具身智能语料数据资源包括现实世界采集的真实数据、合成的虚拟数据，以及二者相结合的虚实数据。

* + - 1. 数据规范管理

数据规范管理操作宜包含以下步骤：

a）步骤一：统一命名，所有的资源数据需根据 5.4.2 中所规定的文件标识，进行统一命名；

b）步骤二：统一格式，所有的资源数据需以 5.4.2 中所规定各数据表征模式的文件格式之一的形式存在。

* + - 1. 数据整理分类

数据整理分类主要是对所有的资源数据以 5.4.2 中所规定各数据表征模式进行整理和分类。

* + - 1. 数据脱密脱敏

数据脱敏主要是对所有数据资源中的视频、文本、语音数据进行脱密脱敏处理，脱敏过程应符合YD/T 6225-2024的相关规定要求，宜包含以下步骤：

a）步骤一：将对应数据、数据帧发到 NSFW 模型中，模型会返回0或1：

 0=NOT EQUAL NSFW

 1=NSFW

b）步骤二：将返回值记录至对应数据帧文本中，若标记为 0 则通过，若标记为 1 则进入人工复核。

* + - 1. 数据去噪

数据去噪主要是对所有数据资源进行处理，去除无法使用的数据，包括文件损坏、图像不完整、畸变过大、超出传感器有效值范围且无法修复、数据不符合物理规律与业务需求等的数据。

* + - 1. 数据去重

数据去重主要是对数据进行查重处理，将重复的数据删除。

* + - 1. 数据存储与备份

数据存储与备份主要是数据整理完毕后，及时对数据进行存储与备份，遵循一式多份且异地多备。

1.
2.
3.
4.
5.
6.
7. 1.
	2. 1. 数据资源标注过程
	3. * 1. 基本要求

数据资源标注过程应符合GB/T 42755-2023的相关规定要求。

* + - 1. 标注任务制定

任务制定主要是制定具身智能数据资源标注，包含任务解决的问题，重点标注的属性信息，以及标注的注意事项等。其中，任务标注是指根据主任务的要求，如目标识别、动作分析等，对数据进行整体标注设计。子任务标注是为实现主任务所分解的具体标注环节，通过多级标注方法的协同，实现从数据标记到模型功能的语义映射。

* + - 1. 数据标注检查流程

在具身智能使用数据资源进行标注时，宜按照以下过程检查数据是否遵循基本原则：

a）步骤一：所有数据资源以时间同步和空间同步进行数据同步，不同传感器（包括摄像头、激光雷达、IMU等）的数据在时间上是同步的，在空间坐标系中是对齐的；

b）步骤二：目标框宜以矩形框表示；

c）步骤三：标注类别以标准分类体系统一；

d）步骤四：标注属性根据不同的标注类别进行定义，包括物品的颜色等。

* + - 1. 定义坐标系

具身智能中坐标系主要定义为四种，分别为本体坐标系、相机坐标系、局部坐标系和传感器坐标系，遵循右手定则，相关定义和作用如表2所示：

1. 具身智能训练中定义的坐标系类型

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 序号 | 坐标系类型 | 原点位置 | X轴方向 | Y轴方向 | Z轴方向 | 作用 |
| 1 | 本体坐标系 | 本体后轴中心或前轴中心 | 本体前方 | 本体左侧 | 本体垂直向上 | 主要用于获取本体运动状态、相对位置 |
| 2 | 相机坐标系 | 图像中心或相机镜头中心 | 图像右侧 | 图像下方 | 光轴前向 | 主要用于2D图像处理、目标检测 |
| 3 | 局部坐标系 | 环境的固定参考点 | 设备正前方向 | 设备左侧方向 | 设备垂直向上 | 主要用于全局定位和路径规划，实体在环境中的绝对位置参考 |
| 4 | 传感器坐标系 | 传感器物理中心 | 传感器正前方向 | 传感器左侧方向 | 传感器垂直方向 | 主要用于数据采集与标定，包括摄像头、激光雷达、力觉等多模态数据的时空对齐 |

* + - 1. 标注方法
				1. 关键点标注

关键点标注是指将需要标注的元素按照需求位置进行点位标识，从而实现关键点的识别，并由若干关键点的集合形成具体应用所需的语义功能标识。

* + - * 1. 标注框标注

标注框标注是一种对目标对象进行标注的简单处理方式。在标注框标注的帮助下，模型通过训练，能够检测或识别出所需的目标对象。

框标注包括矩形标注、自由矩形标注、3D框标注，四边形标注和不规则框标注等。

1. 在具身智能训练中，通过标注框将物品的位置确定下来再进行后续的动作操作。
	* + - 1. 区域标注

区域标注指将图像分成各具特性的区域并提取出感兴趣部分的过程。区域标注包括开区域标注和闭区间标注。

区域标注同时满足均匀性和连通性的条件，其中均匀性指的是该区域中的所有像素点都满足灰度、纹理、彩色等特征的某种相似性准则；连通性是指在该区域内存在链接任意两点的路径。

与矩形框标注相比，其区域标注更加精确，标注边缘可以是多边形甚至是柔性的。

* + - * 1. 属性标注

属性标注就是用一个或多个标签标注目标对象的属性。

1. 对具体应用而言，可在标注文件的元数据部分来申明所用的这些标签，这些标签必须是一个封闭的集合。
	* + - 1. 关键帧标注

关键帧标注就是对视频、点云等数据中具有关键动作意义的帧进行属性、区域等内容的文本标注。

* + 1. 数据质量评估
			1. 基本要求

具身智能数据质量评估应遵循 ISO/IEC 5259-4:2024 数据质量过程框架标准。

* 1. + 1. 数据准确性

数据准确性指数据准确表示其所描述的真实实体（实际对象）真实值的程度。结合应用场景，设置数据集准确性的评价内容与要求、等级划分与判定依据，评价内容包括但不限于：

1. 视觉、雷达、触觉、力觉等状态数据的内容正确性与数据格式（如类型、数值范围、数据长度、精度等）的合规性；
2. 视觉、雷达、触觉、力觉等数据重复率；
3. 视觉、雷达、触觉、力觉等数据唯一性；
4. 脏数据的出现率。
	* + 1. 数据一致性

数据一致性指数据与其他特定使用的数据之间无矛盾的程度。结合应用场景，设置数据集一致性的评价内容与要求、等级划分与判定依据，评价内容包括但不限于：

1. 相同数据一致性：同一数据在不同位置存储，或别不同应用或用户使用时的数据一致。数据发生变化时，存储在不同位置的同一数据被同步修改；
2. 关联数据一致性：根据一致性约束规则，检查关联数据的一致性，数据存在会通过外键、引用或其他关联关系连接在一起，当数据发生变更时，这些关联关系中的数据也要保持一致；
3. 多模态数据的时间戳一致。
	* + 1. 数据有效性

数据有效性指数据符合物理规律与业务需求，能够支撑模型生成可执行的策略。具身智能需确保数据真实反映物理交互约束与任务目标，满足场景使用需求。结合应用场景，设置数据集有效性的评价内容与要求、等级划分与判定依据，评价内容包括但不限于：

1. 物理规律合理性：数据参数是否满足真实物理规律；
2. 场景适配性：根据任务指标，数据是否满足该场景定制的数据要求。
	* 1. 数据有效性评估
			1. 数据集选型

待测试的多来源、多场景的具身智能真机和仿真数据，主要包括遥操作采集真机数据、生产伴随式采集真机数据和仿真合成数据等方式。对于数据集的具体要求详见附录E。

* + - 1. 模型选型

可选择国内外最新，且具有代表性的模型，基于行业Sota指标，以确保测试结果的全面性和代表性。

* + - 1. 测试本体选型

选用行业公认的、具备完善硬件能力的机器人硬件本体。该机器人应能够准确执行模型输出的指令，实现各种复杂操作，为模型在真实场景中的测试提供可靠的硬件支持。

在测试前，对机器人进行全面的校准、调试和维护，确保其硬件性能处于最佳状态，避免因硬件问题影响测试结果的准确性。

* + - 1. 测试任务设计

针对每个测试任务，根据任务的复杂性和难度，制定详细的测试用例，明确任务的操作对象、环境背景、初始状态、执行步骤、预期结果以及异常情况处理方式等。

* + - 1. 测试指标设计

整体以具身任务完成度进行验证，包括端到端和模块化两种类型的方案评估，评测执行时间、泛化性、端到端任务成功率，或模块化方案中数据集对各模块的支持能力等。

* + - 1. 模型测试执行

a）初始模型测试：将选定的初始模型（未经过待测具身智能数据集训练）部署到指定机器人硬件本体上，在搭建的各个场景中执行上述测试任务，并按照评测指标进行打分，记录初始模型在各项任务中的表现，作为后续对比的基准；

b）模型训练：使用待测具身智能数据集，按照选定的训练方法和参数设置，对选定模型进行训练；

c）训练后模型测试：将训练后的模型部署到同一机器人硬件本体上，再次在相同的场景中执行测试任务，并按照相同的评测指标进行打分；

d）多轮测试与交叉验证：为提高测试结果的可靠性和准确性，对每个具身智能数据集和模型的组合进行多轮测试，每轮测试后重新训练模型并进行评估。同时，采用交叉验证的方法，在不同的场景和任务组合下进行测试，确保测试结果不受特定场景或任务的影响。

* 1. 数据安全
		1. 安全性评价

数据采集、加工、测试和提供应进行安全性评价，包括但不限于：

a）涉及个人信息的，符合 GB/T 44588-2024、GB/T 35273-2020 相关规定；

b）提供数据时，先按照 YD/T 4245-2023 的相关规定，对数据进行脱敏处理。

* + 1. 流程

数据采集、加工、测试和提供建立相关流程，宜包括但不限于：

a）数据管理：覆盖上述语料生产的全过程，针对数据准备、数据处理、数据交付等不同阶段的数据存储空间和访问控制，并载明不定期组织内部审查的方案；

b）访问控制及权限管理：实施物理的身份验证和授权机制，建立监控和审计机制。

* + 1. 技术

数据采集、存储、加工、测试和提供的软硬组件，宜包括但不限于：

a）数据网关；

b）数据加密与备份装置；

c）安全防范和监控系统；

d）私域数据存储与传输系统；

e）数据资产管理工具，如数据库、数据糊；

* + 1. 人员

参与数据采集、加工、测试和提供的人员应签署与其职责相对应的保密协议。

1. （资料性）
具身智能大模型方案
	1. 语言大模型
		1. 无监督预训练

无监督预训练主要是利用大规模的文本数据，通过自监督的方式让模型学习文本的结构、语义和上下文关系。最常见的训练方式是使用自回归或自编码模型，包括GPT（生成式预训练）和BERT（双向编码器）。

a）典型任务：语言建模（LM）、掩码语言建模（MLM）。

b）数据类型：一般为通用文本数据，包括网页、书籍、新闻等。

c）常用公开数据集

* 1. Common Crawl：包含大量从互联网上爬取的网页文本数据，被许多大模型预训练使用，包括GPT-3等。
	2. Wikipedia：广泛用于多种自然语言处理（NLP）任务的高质量文本来源。
	3. BooksCorpus：包含来自在线图书的数据，提供更丰富的上下文信息。
	4. OpenWebText：一个试图复制OpenAI的WebText数据集的开源项目，来源于Reddit高评分的链接。
	5. The Pile：EleutherAI组织收集的大型开放数据集，包含15个子集，包括PubMed、GitHub代码库、FreeLaw法律文本、YouTube字幕等。
		1. 有监督微调

SFT是在无监督预训练的基础上，使用标注数据集对模型进行微调，进一步提升模型在特定任务上的性能。通常通过少量的任务相关标注数据对模型进行针对性的优化，使其在特定任务上表现更好。

a）典型任务：指的是问答、情感分析、对话生成等。

b）数据类型：带有标签的结构化数据，包括问答对、对话数据、特定领域的数据等。

c）常用公开数据集

* 1. MS MARCO：微软发布的问答数据集，适用于检索式问答和对话。
	2. SQuAD（Stanford Question Answering Dataset）：用于问答系统的高质量数据集，包含大量的问题和答案对。
	3. GLUE：包含多个自然语言理解任务的数据集，包括文本分类、句子相似性等。
	4. OpenAI’s WebGPT：基于网络搜索结果的问答数据集。
	5. SuperGLUE：GLUE的升级版，包含更具挑战性的NLP任务。
	6. Dialog Datasets (e.g., DailyDialog, Persona-Chat)：用于对话生成的标注数据集，包括对话语境和应答。
	7. 视觉语言大模型
		1. 概述

视觉大语言模型通过整合视觉和语言模态数据，实现图像和文本的联合理解和生成。

VLM的训练也通常分为无监督预训练和有监督微调（SFT）两个阶段。

* + 1. 无监督预训练

无监督预训练阶段主要通过自监督方法，使用大量图像-文本对数据，让模型学习视觉和语言之间的关联。包括图像-文本对齐、区域掩码预测、视觉词汇建模等。

a）典型任务：图像-文本对齐（包括CLIP的对比学习）、图像掩码预测（包括MAE、SimMIM）。

b）数据类型：大规模的图像-文本对数据集。

c）常用公开数据集：

* 1. Conceptual Captions：包含300万张图像及其相应的自然语言描述，数据来源于网页，广泛用于VLM的预训练。
	2. COCO Captions：Microsoft COCO数据集的一个版本，包含了33万张图像及其描述，每张图像有5条自然语言描述。
	3. Visual Genome：包含10万张图像，每张图像中包含详细的物体和场景关系信息，有助于模型理解图像内部关系。
	4. Flickr30k：包含3万张图像，每张图像都有多个描述性标注，适用于图像-文本匹配任务。
	5. LAION-400M & LAION-5B：由LAION团队整理的大规模开放数据集，包含4亿或50亿图像-文本对，用于CLIP、Stable Diffusion等模型的预训练。
	6. YFCC100M：包含来自Flickr的1亿张图片和视频，其中许多带有文本描述。
	7. RedCaps：包含1200万图像-文本对，来源于Reddit，数据涵盖多个领域，包含丰富的上下文信息。
		1. 有监督微调

在无监督预训练的基础上，VLMs通常需要通过有监督数据进行微调，以适应特定任务，包括图像描述生成、视觉问答、图文检索等。这些任务的目标是提高模型在特定应用领域的表现。

a）典型任务：视觉问答（VQA）、图像字幕生成、图文匹配、图像标注。

b）数据类型：标注的任务数据集，包括图像-问答对、图像-描述对等。

c）常用公开数据集

* 1. VQA（Visual Question Answering）：一个用于视觉问答任务的数据集，包含图像及其相应的问题和答案对。
	2. ImageNet（分类任务）：虽然是图像分类数据集，但在一些模型中用于视觉特征提取或图像-文本匹配。
	3. SBU Captions：包含约100万图像和对应的自然语言描述，适用于图像描述生成任务。
	4. NoCaps：扩展了COCO数据集中的描述方式，使模型能够生成更丰富的图像描述。
	5. RefCOCO, RefCOCO+ and RefCOCOg：用于图像中的目标定位，通过给定的语言描述定位图像中的特定对象。
	6. GQA：生成性视觉问答数据集，包含约113万个视觉问答对，测试模型的视觉推理能力。
	7. OK-VQA：一种开放域的视觉问答数据集，包含更多的现实世界背景问题，考察模型的常识推理能力。
	8. Flickr30k Entities：在Flickr30k的基础上，将图像中的各个实体进行了详细标注，用于图像-文本区域对齐任务。图像/视频类数据，作物体检测或图像分割任务。
	9. Pascal VOC:Pascal VOC 是经典的物体检测和分割数据集，用于图像分类、物体检测、语义分割、实例分割等任务。
	10. 视觉语言动作大模型

视觉语言动作大模型（VLA）是指在视觉输入中识别物体并生成相应的动作序列，或在接收到语言指令后执行指定任务。

微调数据通常包括详细标注的动作轨迹、目标物体位置和环境信息。

a）典型任务：目标物体操控、路径规划、动态环境中的任务执行、视觉问答等。

b）数据类型：标注的任务数据集，包括物体标注、动作轨迹、指令匹配等。

c）常用公开数据集

* 1. AI2-THOR：虚拟环境中的视觉-语言任务，包括目标物体导航和操控任务，用于机器人任务微调。
	2. Epic-Kitchens：涵盖厨房场景中的详细动作标注和物体操作信息，用于机器人在复杂环境中的动作识别和执行。
	3. R2R（Room-to-Room Navigation）：包括路径规划和导航任务的数据集，适用于机器人模型的导航和任务执行。
	4. RLBench：提供多种机器人任务操作的高精度数据，涵盖抓取、放置、旋转等任务，有助于模型学习精确动作生成。
	5. ManipulaTHOR：由 AI2 提供的虚拟机器人操控数据集，支持机器人在虚拟室内环境中进行操控任务。
1. （资料性）
具身智能语料库数据资源类型
	1. 视频数据

具身智能视频类型如表3所示。

1. 视频数据的指标

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 视频类型 | 见表4 |
| 2 | 数据资源内容 | 视频及对应文字说明或视频介绍，宜包括拍摄地点、时间、设备、照明条件、天气条件、环境条件等信息 |
| 3 | 视频分辨率 | 宜1080p（1920x1080像素）及以上 |
| 4 | 视频帧率 | 宜25帧/s及以上 |
| 5 | 单一视频时间长度 | 宜10s及以上 |
| 6 | 视频文件格式 | 宜mp4/avi/yuv/h264等 |
| 7 | 视频验收标准 | 除清晰外，对视频素材的随机抽样中，宜有80%包含主体（不含主体的视频素材示例，包括但不限于航拍、延时风景摄影等） |

视频数据宜来自本体头部、胸口、左右手臂末端等采集设备本体部位，以及第三方视角摄像头的视频序列，用于物体检测、语义分割、环境检测、场景设施识别等。摄像头视频数据分类及说明如表4所示。

1. 视频数据分类表

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 视频数据来源 | 类型 | 说明 |
| 1 | 采集设备本体 | 头部视频 | 主要指头部摄像头采集的视频数据 |
| 2 | 胸口视频 | 主要指胸口摄像头采集的视频数据 |
| 3 | 左右手臂末端视频 | 主要指左右手臂末端摄像头采集的操作目标近景视频数据 |
| 4 | 第三方视角视频 | 主要指从第三方视角采集的视频数据 |
| 5 | 底座视频 | 主要指设备底座摄像头采集的视频数据 |
| 6 | 双足视频 | 主要指双足摄像头采集的视频数据 |
| 7 | 第三方视角 | 红外视频 | 主要指使用红外摄像头拍摄，适用于夜间或光线不足的环境 |
| 8 | 立体视频 | 主要指采用两个或以上的摄像头从不同角度拍摄，用于深度感知和3D建模 |

视频数据还可能包含天气条件、照明条件和场景类型等数据语义特征，具身智能数据语义特征如表5所示。

1. 视频数据语义特征表

|  |  |  |
| --- | --- | --- |
| 序号 | 类型 | 说明 |
| 1 | 天气 | 主要包括晴朗、多云、阴天、雨天、雾天、雪天、沙尘暴、雷电 |
| 2 | 时间 | 主要包括白天、夜晚、黎明、黄昏 |
| 3 | 光照 | 主要包括光线较好、光线较弱、黑暗、过曝/眩光、大面积阴影、反射虚影 |
| 4 | 场景 | 主要包括工厂、家居、办公室、医院、学校、商超、开放道路等 |

* 1. 雷达数据

激光点云数据的指标如表6所示。

1. 激光点云数据的指标

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 精度 | 在±2cm以内 |
| 2 | 点云密度 | 宜每m2 90个点及以上，均匀分布 |
| 3 | 检测范围 | 宜30m及以上 |
| 4 | 帧率 | 宜10Hz及以上 |
| 5 | 动态范围 | 宜10cm-100m |
| 6 | 数据资源说明 | 点云数据及对应文字说明或介绍 |
| 7 | 噪声水平 | 宜距离误差±3cm以内，角度误差±1°以内，时间同步误差±10ms以内 |
| 8 | 单一点云数据大小 | 宜50MB及以上 |
| 9 | 文件格式 | pcd/las/xyz等 |
| 10 | 验收标准 | 除清晰外，对素材的随机抽样中，点数足够，分布均匀，且精度误差小，噪声水平低 |

相关激光点云数据宜满足以上指标，若出现以下情形，则不适合作为激光点云数据，不适合作为激光点云数据如表7所示。

1. 不适合作为点云数据资源的情形

|  |  |  |
| --- | --- | --- |
| 序号 | 情形 | 说明 |
| 1 | 数据不完整 | 主要指缺少关键区域的点，包括目标物体、环境设备 |
| 2 | 分辨率过低 | 主要是指点云过于稀疏，无法捕捉物体细节 |
| 3 | 精度不高 | 主要是指点的位置信息误差大 |
| 4 | 噪声过多或同步性差 | 主要指包含大量错误、异常值或者多传感器数据无法准确同步 |
| 5 | 动态范围小 | 主要指无法覆盖远近距离的物体 |
| 6 | 反射强度不一致 | 主要指反射强度信息不稳定或不可靠 |
| 7 | 光照影响大 | 主要指强光或逆光条件下产生阴影或反射 |
| 8 | 天气影响严重 | 主要指雨、雪、雾等恶劣天气条件下的数据 |
| 9 | 遮挡严重 | 主要指其他物体遮挡无法获取完整目标物体视角 |
| 10 | 数据过时 | 主要指与当前环境变化较大，无法反映当前场景 |
| 11 | 法律和隐私问题 | 主要是指包含敏感信息，包括车牌号、人脸等 |
| 12 | 冗余数据 | 主要指大量重复或非常相似的数据 |

毫米波数据资源的指标如表8所示。

1. 毫米波数据的指标

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 频率范围 | 宜76GHz及以上 |
| 2 | 检测范围 | 宜30m及以上 |
| 3 | 角分辨率 | ±0.5°（长距离）/ ±1°（中距离） |
| 4 | 距离分辨率 | 宜0.1m及以上 |
| 5 | 速度分辨率 | 宜0.1m/s |
| 6 | 更新率 | 宜20Hz及以上 |
| 7 | 调制方式 | FMCW |
| 8 | 检测精度 | 宜距离：±0.05m，角度：±0.5°，速度：±0.1 m/s |
| 9 | 文件格式 | 支持CAN/Ethernet等通信协议 |
| 10 | 验收标准 | 除清晰外，对素材的随机抽样中，分辨率达标，宜有80%包含主体。 |

* 1. 音频数据

音频数据资源（或可再加工音频数据产品）的指标如表9所示。

1. 音频数据的指标

| 序号 | 指标 | 说明 |
| --- | --- | --- |
| 1 | 语种 | 汉语（普通话、粤语、沪语等）、英语（英国、美国）、阿拉伯语、俄语、日语等 |
| 2 | 主题领域 | 参照《广播电视和网络视听节目内容标识标签规范》（GY/T 360-2022）中的“内容类内容特征子类别规范词” |
| 3 | 数据资源内容 | 音频及对应文字说明或音频介绍 |
| 4 | 音频采样率 | 宜不小于44.1KHz |
| 5 | 通道数 | 双声道/单声道（由原始资料特性决定） |
| 6 | 单一音频时间长度 | 宜60s及以上 |
| 7 | 量化精度 | 宜不低于16位 |
| 8 | 音频文件格式 | 宜wav等 |
| 9 | 音频验收标准 | 对音频素材的随机抽样中，宜有95%不存在表10中所示情况 |

相关的音频技术指标宜符合GY/T 353-2021的规定。

音频数据资源中包含了资源特征性描述的，相关的标识和（或）标签则宜满足GY/T 360-2022的规定。

音频数据需满足以上指标，若出现以下情形，则不适合作为音频数据，如表10所示。

1. 不适合作为音频数据资源的情形

| 序号 | 情形 | 说明 |
| --- | --- | --- |
| 1 | 文件噪音不合格 | 整段音频伴有严重的噪音 |
| 2 | 文件内容不合格 | 音频文件不包含目标类别的音频或含有误导性信息的音频 |
| 3 | 其它不合格 | 回音很大、过载严重 |

* 1. 本体数据

本体数据资源的指标如表11所示。

1. 本体资源指标

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 类别 | 详见表12 |
| 2 | 数据资源内容 | 本体数据及对应文字说明 |
| 3 | 格式 | JSON或数据库 |
| 4 | 验收标准 | 本体数据需准确，包含时间数据，且与视频数据保持时空一致性 |

本体信息数据资源分类及说明如表12所示。

1. 本体信息数据资源分类表

|  |  |  |
| --- | --- | --- |
| 序号 | 类型 | 说明 |
| 1 | 状态数据 | 主要包括启动/关闭、传感器健康状态 |
| 2 | 控制命令 | 主要包括转向、加速、制动、运动 |
| 3 | 诊断信息 | 主要包括本体故障代码和诊断信息 |
| 4 | 动态数据 | 主要包括速度、加速度、转向角度、制动力度、横向加速度、纵向加速度、轮速、本体位置、倾角、本体各关节电机功率 |
| 5 | 末端设备类型 | 主要包括末端工具类型、信息及末端工具等 |

传感器标定数据资源指标如表13所示。

1. 传感器标定数据指标和标准

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 常见信息 | 相机内参、相机外参、激光外参、毫米波外参、INS的内参、INS的外参等 |
| 2 | 参数规定 | 参数宜与对应本体一一绑定，且定期重新标定进行维护 |
| 3 | 数据资源内容 | 传感器标定数据及对应文字说明 |
| 4 | 格式 | JSON或采集数据包中 |
| 5 | 验收标准 | 根据各传感器参数，通过采集数据进行投影，根据重叠效果判断标定准确度 |

* 1. 轨迹导航数据

轨迹导航数据宜包括定位数据、轨迹数据等。轨迹导航数据的指标如表14所示。

1. 轨迹导航数据资源指标

|  |  |  |
| --- | --- | --- |
| 序号 | 指标 | 说明 |
| 1 | 类别 | 详见表15 |
| 2 | 数据资源内容 | 轨迹导航数据及对应文字说明 |
| 3 | 格式 | JSON或采集数据包 |
| 4 | 验收标准 | 定位精度符合传感器精度标准，包含时间数据，且与视频数据保持时空一致性 |

轨迹导航数据资源分类如表15所示。

1. 轨迹导航数据资源分类

|  |  |  |
| --- | --- | --- |
| 序号 | 类型 | 说明 |
| 1 | 定位数据 | GPS | 主要包括定位精度、定位连续性、时间戳同步 |
| 2 | IMU | 主要包括角速度零偏稳定性、加速度零偏稳定性、时间戳同步 |
| 3 | 轨迹数据 | 轨迹点 | 主要包括位置精度、速度精度、时间戳同步 |
| 4 | 轨迹预测 | 主要包括预测时间范围、预测频率、预测精度（包括minADE、minFDE） |

1. （资料性）
具身智能遥操作模式真实数据采集本体参考性能参数
	1. 设备性能参数

采集本体的感知相机数量具体宜根据实际采集需要进行加装。其组件结构，及相关臂展、自由度、负载等推荐参数详见表16：

1. 遥操作数据采集本体推荐性能参数

|  |  |  |
| --- | --- | --- |
| 序号 | 硬件组件 | 关键参数 |
| 1 | 单臂展 | 宜不小于600 mm |
| 2 | 单臂自由度 | 宜不小于6个 |
| 3 | 单臂负载 | 单臂负载宜不低于3kg |
| 4 | 感知相机 | 宜至少包含1个RGB-D相机 |
| 5 | 头部 | 宜支持左右旋转、俯仰 |
| 6 | 遥操作形式 | 宜支持动捕和VR手柄 |
| 7 | 末端 | 宜支持配置夹爪或灵巧手 |
| 8 | 控制模式 | 宜支持双臂/单臂 |
| 9 | 存储系统 | 宜支持全量满带宽数据存储，每台配备外接硬盘接口 |

1. （资料性）
“生产伴随”式数据采集设备参考性能参数
	1. 设备性能参数

图像采集帧率宜达到15帧/秒以上；如使用外骨骼，关节数据采样率宜在15Hz或更高。为确保数据实时传输和处理，宜采用高速USB接口或以太网接口，满足大量数据的快速传输需求。宜确保在无外部电源的情况下能够连续稳定工作。

* 1. 可靠性与稳定性

设备宜具备良好的抗干扰能力和防护性能，适应不同环境条件。设备宜与采集系统的其他硬件和软件兼容，且易于维护和维修，有可更换的零部件和方便的升级接口。

* 1. 适配标准
		1. 机器人设备适配性

设备宜采用关节模块化设计，具备良好的扩展性，支持不同末端工具的接入，如二指开合机构、人手等。

* + 1. 采集场景适配性

需满足室内环境中使用，选择体积较小、便于安装的设备，如使用小型化的相机传感器；宜使用坚固耐用、适应恶劣环境的材质制造。

对于复杂场景，如多物体交互、多人协作场景，宜选择具有高分辨率、多视角、多模态融合能力的设备。

* + 1. 数据处理系统适配性

设备采集的数据格式需与数据处理系统支持的格式一致，数据量宜与数据处理系统的处理能力相匹配。采集设备上的多个相机传感器之间需能够实现同步和协同工作。

1. （资料性）
具身智能语料库数据有效性评估数据集要求
	1. 数据集准备

待测试的多来源、多场景的具身智能真机和仿真数据，主要包括遥操作采集真机数据、生产伴随式采集真机数据和仿真合成数据等方式。

面向数据集的最小可训练数据定义，是一个连续动作单元数据，包含若干段自由运动（接近或者远离物体等），若干个数据动作（抓、放、插、按等技能动作），以及若干模态的数据（同一时间戳下的全局视觉数据、力觉、关节等，传感器帧率不少于15Hz-30Hz）。

面向训练数据集量级准备要求：短序任务中数据量级500-1000条，建议采集5-10小时；长序任务中数据量级1200-3600条，建议采集10-30小时，包含3-5个步骤组成的中等复杂任务。

* 1. 数据质量要求

企业在进行模型训练时，应完成采集数据预处理操作，满足质量保障。常见数据处理方案如下：

1）数据格式标准统一：宜支持HDF5、Lerobot、Episode等主流数据格式。需包括数据集的标签信息文件、标定参数文件、机器人硬件构型（单双臂、末端工具或者URDF）等文件；

2）数据采集要求：多模态传感器校准、坐标系选型统一；

3）数据清洗要求：去除重复数据、静止数据、黑绿图数据；

4）数据准确性要求：传感器精度，如硬件误差（传感器畸变、关节角度传感器偏差、传感器噪声）是否在可接受范围内；通常传感器精度验证指标有线性度误差（Linearity Error）、重复性误差(Repeatability Error)等。硬件误差中的关节角度传感器偏差,即关节编码器测量值与实际旋转角度的偏差，建议在±0.5mm到±2mm。

5）数据一致性要求：多模态对齐，如时间同步性（视觉、力觉、关节角度等传感器数据的时间戳、对齐坐标系统一）和语义一致性（不同模态数据对同一事件的描述是否冲突）；时间同步性误差的评估方法可通过时间戳对齐验证各传感器数据的同步性，计算最大时间偏差和平均偏差。建议最大时间偏差在20ms以内。语义一致性可通过自然语言指令与实际动作的逻辑匹配度评估。如BLEU分数、动作执行准确率等。BLEU的取值范围为0至1，得分越高表明语义一致性越高。

6）针对仿真数据，额外需要包括视觉真实性（图像质量是否清晰且接近真实世界的视觉效果；物体的纹理、材质和光照效果是否逼真，能否模拟真实世界的光影变化）、物理精准性（数据中物体的运动是否符合物理规律；本体与周围环境的交互是否与真实世界一致）的数据质量验证方案。视觉真实性评价指标通常使用结构相似性SSIM、峰值信噪比PSNR及视觉信息保真度VIF。其中SSIM越接近1表示越接近真实图像；PSNR则通过计算均方误差而后转为分贝值，数值越高则表示失真越小；VIF的数值越大，表明图像质量越好。物理精确性评价指标包含动力学误差（Dynamic Error）与轨迹对齐误差（Trajectory Alignment Error）等。

对于数据处理平台功能要求应包括：全流程覆盖数据采集、数据管理（切片、清洗、标注）、数据训练（预训练、精调训练、模型/镜像管理）、数据评测（数据质量评价、模型质量评价）、数据仿真软件（人工采集、算法合成）等。
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