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1. 前言

本文件按照GB/T 1.1—2020《标准化工作导则 第1部分：标准化文件的结构和起草规则》的规定起草。
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基于人工智能技术的未成年人互联网应用建设指南

* 1. 范围

本文件给出了建设基于人工智能技术的未成年人互联网应用的总体原则和关键参与角色，以及在全生命周期中涉及的关键阶段，提出了建设基于人工智能技术的未成年人互联网应用的具体措施。

本文件适用于指导互联网企业、软件或系统开发商开发和实施与未成年人互动或可能影响未成年人的基于人工智能技术的互联网应用（以下简称“AI应用”），企业和评估机构创建、审查和/或更新AI应用的政策、策略或行为准则时可参照使用。

* 1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

IEEE Std 2089-2021 IEEE Standard for an Age Appropriate Digital Services Framework Based on the 5Rights Principles for Children

GB/T 5271.28-2001 信息技术 词汇 第28部分：人工智能 基本概念与专家系统

* 1. 术语和定义

下列术语和定义适用于本文件。

人工智能 Artificial Intelligence; AI

一门交叉学科，通常视为计算机科学的分支，研究表现出与人类智能（如推理和学习）相关的各种功能的模型和系统或功能单元的能力。

[来源：GB/T 5271.28-2001，28.01.01]

* 1. 总体原则

设计、开发、运维基于AI的未成年人互联网应用，需坚持最有利于未成年人原则，保障未成年人的生存权、发展权、受保护权、参与权等权利，遵循科技伦理，贯彻以下核心理念是至关重要的：

1. 确保未成年人的安全；
2. 尊重未成年人的成长发展规律，助力其健康和福祉；
3. 确保AI技术在应用中的公平、透明、包容、非歧视、可解释性；
4. 确保互联网企业、软件或系统开发商的人工智能治理和能力建设符合科技伦理和未成年人保护要求，促进行业共治。

注1：根据联合国《儿童权利公约》定义，儿童指18岁以下任何人，除非对其适用之法律规定成年年龄低于18岁，而根据国家互联网信息办公室发布的《儿童个人信息网络保护规定》定义，儿童是指不满十四周岁的未成年人。

注2：根据《中华人民共和国未成年人保护法》定义，未成年人是指未满十八周岁的公民，本文以未成年人为主体提出建议。

* 1. 关键参与角色
		1. 用户（监督者）

以监督者角色，监督、指导未成年人使用AI应用的用户，包括但不限于教师、父母、其他法定监护人、对未成年人具有教导或指导角色的用户等。

* + 1. 用户（未成年人）

以直接使用者角色使用AI应用的未成年人用户。

* + 1. AI应用服务提供者

开展未成年人AI应用的设计、开发、运营和维护，专门为未成年人提供AI应用服务或者所提供的AI应用服务的对象包括未成年人的个人或组织。

* + 1. AI应用服务评估者

评估未成年人AI应用是否符合预期目的、相关政策法规和标准要求，评估未成年人AI应用对未成年人的影响的个人或组织，包括：

1. 自建评估组织。AI应用服务提供者所在组织内部组建的评估团队，评估团队应与建设团队相互独立；
2. 第三方评估机构。独立于AI应用服务提供者之外的第三方评估组织。
	1. 基于人工智能技术的未成年人互联网应用生命周期关键阶段
		1. 概述

AI应用对于人工智能技术的使用是以训练模型的建立和训练数据的供给为基础的，因此除了互联网应用全生命周期的经典关键阶段以外，AI应用特有的关键阶段包括数据获取与准备阶段、模型设计与开发阶段、测试验证与评估阶段和模型部署与使用阶段，并且上述关键阶段在AI应用的全生命周期中会持续迭代不断优化。



1. 基于人工智能技术的未成年人互联网应用生命周期关键阶段示意图
	* 1. 数据获取与准备阶段

构建、使用无偏见数据集，对训练、测试、评估、输入等数据和数据集进行数据质量评估，同时监测、发现、识别、纠正数据中的潜在偏见歧视、数据缺口、错误或缺陷、人为操控等风险。

* + 1. 模型设计与开发阶段

基于预期目的、功能用途、行业标准等综合因素制定合适的开发方案，确定合适的技术方法、算法模型、数据集以及风险管理措施，并转换成计算机可运行的程序代码。

* + 1. 测试验证与评估阶段

对应用的所有组成部分，包括数据、预训练的模型、环境和系统整体的行为等，进行测试验证与评估。

提供测试评估服务的未成年人AI应用服务评估者宜由尽可能多元化的人员构成。

* + 1. 模型部署与使用阶段

将通过测试验证与评估的程序代码部署于可供用户访问的环境中，定期监测、分析、评估以及处理不准确、偏见歧视、异常情况等风险，并持续迭代更新应用，优化对未成人的服务。

* 1. 基于人工智能技术的未成年人互联网应用建设措施
		1. 避免不公平歧视

未成年人AI应用可能存在对未成年人的不公平歧视的风险，包括但不限于：

1. 人工智能模型训练所需的数据集存在不具普遍性，模型的泛化能力差，其智能分析和决策存在歧视和偏差；
2. AI技术对未成年人的预测分析和侧写可能存在对未成年人成长和个人发展的影响和限制；

未成年人AI应用服务提供者需考虑以下因素：

1. 使用高质量的数据集，确保数据可用、可靠、可信；
2. 对算法、数据集和设计开发过程进行技术记录，以合适的的方式存储与AI应用可追溯性相关的数据；
3. 为了模型开发之目的，确保没有遗漏所有重要且相关的数据和数据类型，即确保数据能够充分代表所有相关的情况、事项以及目标用户群体；
4. 当使用代理数据进行建模时，确保代理数据与预期目的之间具有最大程度的关联性及合适性；
5. 确保数据所代表的历史情况的客观公正性，避免反映成见偏差等历史偏见；
6. 确保在数据收集过程中不因设备或测量方法导致数据向特定方向偏离而出现测量偏差，并确保收集过程中数据属性、名称等的完整性；
7. 尽可能地使用多方可信来源的异构属性数据集；
8. 为测试程序建立涵盖不同测试目的的多元化的度量基准，构建多元化人员的测试团队；
9. 通过人工干预的方式对智能模型分析和决策的结果进行校正、补充；
10. 通过清晰明确的提示内容，警示应用中AI技术可能对未成年人的影响。
	* 1. 保护未成年人个人隐私和数据安全

未成年人AI应用可能会收集、留存或展示未成年人个人数据或隐私信息，涉及敏感或隐私的数据和信息包括但不限于：

1. 涉及未成年人个人信息的数据，如位置信息、医疗记录、生物识别数据；
2. 涉及未成年人个人生理或心理缺陷等信息的数据，如抑郁症、自闭症相关数据、盲或聋症相关数据；
3. 应用在与用户交互过程中产出或推断出的未成年人的个人信息，如经济社会关系、宗教信仰等数据。

未成年人AI应用服务提供者需考虑以下措施：

1. 具有清晰的未成年人AI应用用户的隐私条款的说明；
2. 采用AI技术识别用户发布的未成年人隐私信息，并及时采取必要的保护措施，如删除信息或向用户屏蔽信息等；
3. 加强数据安全和隐私保护意识教育管理，制定清晰合理的管理机制，对AI应用全生命周期中会触及数据和隐私信息的人员进行有效监管；
4. 明确数据在AI应用全生命周期的权属和使用范围，并通过技术手段保证数据不被滥用或泄露，如对数据访问进行限制，采用防火墙、数据泄露防护系统、数据库加密系统等工具预警、阻断、追溯外部攻击；
5. 尽可能使用最小量的个人数据，采用匿名化数据、同态加密、可信计算环境、合成数据、生成对抗网络、联邦学习、迁移学习等技术方法促进实现数据最小化；
6. 个人信息的处理应征得监护人或监督者角色用户同意；
7. 加强AI应用的人工审核能力，如制定规范化的审核流程和评判标准；
8. 引入监督者角色用户的审核或控制机制，如设置家长模式；
9. 引入专业第三方机构进行风险评估、对未成年人的影响评估、未成年人个人信息保护合规审计，并提供纠正措施。
	* 1. 净化未成年人网络环境

面对AI应用所提供的各类信息和服务，未成年人用户可能存在难以辨别是否适合自身发展的情况，未成年人AI应用服务提供者需考虑以下因素：

1. 通过AI技术，针对未成年人用户，履行防沉迷义务，包括智能提醒使用时长等；
2. 通过AI技术识别未成年人用户越权使用应用的时间管理、权限管理、消费管理、网络直播等功能，比如限制网络游戏应用的非法定游戏时间使用和商品购买等；
3. 通过AI技术识别文字、图像或视频，对可能诱导未成年人用户模仿不安全行为、实施违反社会公德行为、产生不良情绪、养成不良嗜好等可能影响未成年人身心健康的信息标注并予以显著提示；
4. 不推荐展示有关未成年人的淫秽色情网络信息，首页首屏弹窗热搜等处于应用醒目位置、易引起用户关注的重点环节不推荐可能诱导未成年人用户模仿不安全行为、实施违反社会公德行为、产生不良情绪、养成不良嗜好等可能影响未成年人身心健康的信息；
5. 以未成年人用户为服务对象的在线教育AI应用，不应插入网络游戏链接，不应推送广告等与教学无关的信息。
	* 1. 关注未成年人身心发展

不同年龄层的未成年人身心发展具有不同的特点和发展规律， AI应用服务提供者宜发挥自身技术技术，在适合场景下为未成年人提供利于其身心发展的服务：

1. 采用AI技术，针对不同年龄层的未成年人用户的身心发展特点，推荐合适的内容和服务，加强未成年人的网络素养宣传教育；
2. 对目标用户群体不仅限于未成年人的AI应用，宜开设未成年人专区或开启未成年人模式；
3. 充分征集用户、可能直接或间接受应用影响的未成年人的反馈意见，提供易于获取和使用的产品问题或建议的反馈渠道，包括采用AI技术进行问题或建议反馈方式和对AI技术方面的问题，如人工智能客服；
4. 构建用户易于理解和使用的功能模块和业务流程，包括采用语音或文字的关键字等方式调用人工智能的业务，如智能语音识别功能、智能文字和图像识别功能、智能推荐功能等。
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